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Abstract—Several important application areas that will dom-
inate systems, man, and cybernetic (SMC) efforts for at least
the next decade, together with the methods that will require fur-
ther research and development in order to appropriately address
these application domains, are considered herein. More specifi-
cally, four broad and pervasive system domains are examined:
service systems, infrastructure and transportation systems, envi-
ronmental and energy systems, and defense and space systems.
Given the nature of these four application domains, a number
of new systems [i.e., holistic-oriented, including system-of-systems
(SoS)], man (i.e., decision-oriented, including decision informatics),
and cybernetic (i.e., adaptive-oriented, including real-time control)
methods are identified and their further development are discussed.
Clearly, the IEEE Society on Systems, Man, and Cybernetics has a
great future; its systems, man, and cybernetic methods are relevant
for addressing challenging problems arising in system domains that
are becoming dominant in this 21st century. However, the methods
must be refined and expanded to meet the changing needs of the
21st century; from a system to a system-of-systems vision, from a
disciplinary to a multidisciplinary outlook, from a mass production
to a mass customization focus, from a steady state to a real-time
perspective, and from an optimal to an adaptive approach.

Index Terms—Cybernetics, decision informatics, defense sys-
tems, energy systems, environmental systems, infrastructure sys-
tems, real-time control, service systems, space systems, system-of-
systems (SoS), transportation systems.

I. MOTIVATION

IN MANY respects, the contents herein could be regarded as
the third paper to consider the past, present, and future of the

IEEE Society on Systems, Man, and Cybernetics (SMC). The
two earlier papers by Palmer et al. [39], [40] addressed the topic
mostly from an historical perspective, while this paper takes a
uniquely prospective look at several representative application
domains that will dominate SMC research for at least the short
and medium terms, as well as the methods that will require fur-
ther research and development in order to appropriately address
pressing domain-related problems.
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Given the infinite number of possible application domains, it
is obvious that only a few of them can be investigated in this pa-
per. In particular, four broad and pervasive system domains are
considered: service systems, infrastructure and transportation
systems, environmental and energy systems, and defense and
space systems. Other domains that could have been examined
include human factors, sensors and robotics, marketing systems,
homeland security, health systems, and medical mechatronics.
Likewise, it is impossible to explore the complete range of pos-
sible research methods that are required; nevertheless, given
the nature of the application domains being considered, a num-
ber of new systems (i.e., holistic-oriented), man (i.e., decision-
oriented), and cybernetic (i.e., adaptive-oriented) methods are
identified and their further developments are discussed. Addi-
tional research methods that could have been addressed in this
paper include adaptive risk assessment, machine learning, soft
computing, systems security and reliability, risk and uncertainty
analysis, system-of-systems (SoS) simulation, and multiagent
systems. The four broad application domains and their depen-
dence on the three sets of systems, man, and cybernetic (SMC)
methods are summarized in Table I. The application domains
and research methods are considered in the next two sections,
respectively, while some concluding insights are provided in
Section IV.

II. APPLICATION DOMAINS

The four application domains discussed in this section are
indeed broad and, to some extent, overlapping. For example,
transportation can be considered to be a part of services, while
defense overlaps with services, transportation, and energy. Nev-
ertheless, the essential characteristics of each domain are high-
lighted, especially from a systems, man, and cybernetic (SMC)
perspective.

A. Service Systems

The importance of the services sector cannot be overstated
[54], [56]; it employs a large and growing proportion of work-
ers in the industrialized nations. As reflected in Table II, the
services sector includes a number of large industries; indeed,
services employment in the U.S. is at 82.1%, while the remain-
ing four economic sectors (i.e., manufacturing, agriculture, con-
struction, and mining), which together can be considered to be
the “goods” sector, employ the remaining 17.9%. Alternatively,
one could look at the distribution of employers for graduates
from such technological universities as Rensselaer Polytechnic
Institute (RPI); not surprisingly, as indicated in Table III, there
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TABLE I
DOMAINS AND METHODS

TABLE II
SCOPE AND SIZE OF U.S. EMPLOYMENT

has been a complete flip of employment statistics within the
past 20 years—from 71% being hired into manufacturing jobs
in 1984–1985 to 69% entering into the services sector in 2004–
2005. Moreover, such traditional manufacturing powerhouses
like General Electric and International Business Machines have
become more vertically integrated and are now earning an in-
creasingly larger share of their income and profit through their
services operations. Yet, university research and education have
not followed suit; the majority of research is still manufacturing-
or hardware-related and degree programs are still in those tra-

TABLE III
REPORTED JOBS BY GRADUATING STUDENTS

ditional disciplines that were established in the early 1900s.
Clearly, services research and education deserve SMC’s criti-
cal attention and support in this 21st century when the com-
puter chip, information technology, the Internet, and the flat-
tening of the world [11] have all combined to make services—
and services innovation—the new engine for global economic
growth.

What constitutes the services sector? It can be considered “to
include all economic activities whose output is not a physical
product or construction, is generally consumed at the time it
is produced, and provides added value in forms (such as con-
venience, amusement, timeliness, comfort, or health) that are
essentially intangible. . . ” [42]. Implicit in this definition is the
recognition that services production and services delivery are so
integrated that they can be considered to be a single, combined
stage in the services value chain, whereas the goods sector has a
value chain that includes supplier, manufacturer, assembler, re-
tailer, and customer. In fact, Tien and Berg [55] call for viewing
services as an SoS that require integration with other systems
and processes, over both time and space; they make a case for
further developing a branch of systems engineering that focuses
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on problems and issues that arise in the services sector. In this
manner, they demonstrate how the traditional systems approach
to analysis, control, and optimization can be applied to an SoS
that are each within the province of a distinct service provider.
They underscore this special focus not only because of the size
and importance of the services sector but also because of the
unique systems engineering opportunities that can be exploited
in the design and joint production and delivery of services.

The following discussion considers, respectively, the emer-
gence of electronic services, the relationship to manufacturing,
and the movement toward mass customization of both goods
and services.

1) Emerging Services: Prospectively, it is perhaps more ap-
propriate to focus on emerging e(lectronic)-services. The e-
services are, of course, totally dependent on information tech-
nology; they include, as examples, financial services, banking,
airline reservation systems, and consumer goods marketing. As
discussed by Tien and Berg [55], e-service enterprises interact or
“coproduce” with their customers in a digital (including e-mail
and Internet) medium, as compared to the physical environment
in which traditional or bricks-and-mortar service enterprises
interact with their customers. Similarly, in comparison to tra-
ditional services, which include low-wage jobs, e-services typ-
ically employ high-wage earners—and such services are more
demanding in their requirements for self-service, transaction
speed, and computation. With regard to data sources that could
be used to help make appropriate service decisions, both sets of
services rely on multiple data sources; however, the traditional
services typically require homogeneous (mostly quantitative)
sources, while e-services increasingly require nonhomogeneous
(i.e., both quantitative and qualitative) sources. Paradoxically,
the traditional service enterprises have been driven by data,
although data availability and accuracy have been limited (es-
pecially before the pervasive use of the Universal Product Code
and the more recent deployment of radio frequency location
and identification—RFLID—tags); likewise, the emerging e-
service enterprises have been driven by information (i.e., pro-
cessed data), although information availability and accuracy
have been limited, due to a data-rich, information-poor (DRIP)
conundrum [51].

Consequently, while traditional services—like traditional
manufacturing—are based on economies of scale and a
standardized approach, electronic services—like electronic
manufacturing—emphasize economies of expertise or knowl-
edge and an adaptive approach. Another critical distinction be-
tween traditional and electronic services is that, although all
services require decisions to be made, traditional services are
typically based on predetermined decision rules, while elec-
tronic services require real-time, adaptive decision-making; that
is why Tien [51] has advanced a decision informatics paradigm,
one that relies on both information and decision technologies
from a real-time perspective. High-speed Internet access, low-
cost computing, wireless networks, electronic sensors, and ever-
smarter software are the tools for building a global services
economy. Thus, in e-commerce, sophisticated and integrated
services are combining product (i.e., good and/or service) se-
lection, order taking, payment processing, order fulfillment, and

TABLE IV
SERVICES VERSUS MANUFACTURED GOODS

delivery scheduling into a seamless system, all provided by dis-
tinct service providers.

2) Relationship to Manufacturing: The interdependences,
similarities, and complementarities of services and manufac-
turing are significant. Indeed, many of the recent innovations
in manufacturing are relevant to the service industries. Con-
cepts and processes such as cycle time, total quality manage-
ment, quality circles, six-sigma, design for assembly, design
for manufacturability, design for recycling, small-batch produc-
tion, concurrent engineering, just-in-time manufacturing, rapid
prototyping, flexible manufacturing, agile manufacturing, dis-
tributed manufacturing, and environmentally sound manufac-
turing can, for the most part, be recast in services-related terms.
Thus, many of the engineering and management concepts and
processes employed in manufacturing can likewise be used to
deal with problems and issues arising in the services sector.

Tien and Berg [55] provide a comparison between the goods
and services sectors. The goods sector requires material as in-
put, is physical in nature, involves the customer at the design
stage, and employs mostly quantitative measures to assess its
performance. On the other hand, the services sector requires
information as input, is virtual in nature, involves the customer
at the production/delivery stage, and employs mostly qualita-
tive measures to assess its performance. Of course, even when
there are similarities, it is critical that the coproducing nature
of services be carefully taken into consideration. For example,
in manufacturing, physical parameters, statistics of production,
and quality can be more precisely delineated; on the other hand,
since a service operation depends on an interaction between the
process of producing the service and the recipient, the charac-
terization is necessarily more subjective and different. Conse-
quently, since services are to a large extent subject to customer
satisfaction and since, as Tien and Cahn [57] postulated and
validated, “satisfaction is a function of expectation,” service
performance or satisfaction can be enhanced through the effec-
tive “management” of expectation.

A more insightful approach to understanding and advancing
services research is to consider the differences between services
and manufactured goods. As identified in Table IV, services
are, by definition, coproduced; quite variable or heterogeneous
in their production and delivery, physically intangible, perish-
able if not consumed as it is being produced or by a certain time
(e.g., before a flight’s or train’s departure), focused on being
personalizable, expectation-related in terms of customer satis-
faction, and reusable in its entirety. On the other hand, manufac-
tured goods are preproduced, quite identical or substitutable in
their production and use, physically tangible, “inventoryable”
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TABLE V
RESEARCH TAXONOMY FOR DEMAND AND SUPPLY CHAINS

if not consumed, focused on being reliable, utility-related in
terms of customer satisfaction, and recyclable in regard to their
parts. In mnemonic terms and referring to Table IV, services can
be considered to be “chipper,” while manufactured goods are
“pitirur.” Although the comparison between services and manu-
facturing highlights some obvious methodological differences,
it is interesting to note that the physical manufactured assets
depreciate with use and time, while the virtual service assets
are generally reusable, and may, in fact, increase in value with
repeated use and over time. The latter assets are predominantly
processes and associated human resources that build on the skill
and knowledge base accumulated by repeated interactions with
the service receiver, who is involved in the coproduction of the
service. Thus, for example, a lecturer should get better over
time, especially if the same lecture is repeated.

In services, automation-driven software algorithms have
transformed human resource-laden, coproducing service sys-
tems to software algorithm-laden, self-producing services. Thus,
extensive manpower would be required to manually coproduce
the services if automation were not available. Although automa-
tion has certainly improved productivity and decreased costs in
some services (e.g., telecommunications, Internet commerce,
etc.), it has not yet had a similar impact on other labor-intensive
services (e.g., health care, education, etc.). However, with new
multimedia and broadband technologies, some hospitals are per-
sonalizing their treatment of patients, including the sharing of
electronic records with their patients [9], and some institutions
are offering entire degree programs online with just-in-time
learning capabilities [50].

3) Toward Mass Customization: Tien et al. [58] provide a
consistent approach to considering the customization of both
goods and services—by first defining a value chain and then
showing how it can be partitioned into a supply chain and a
demand chain, which, in turn, can be appropriately managed.
Of course, the key purpose for the management of supply and
demand chains is to smooth out the peaks and valleys com-
monly seen in many supply and demand patterns, respectively.
Although only depicting a simple two-by-two, supply versus
demand, matrix, Table V provides an insightful understanding
of supply chain management (SCM, which can occur when de-
mand is fixed and supply is flexible), demand chain management
(DCM, which can occur when supply is fixed and demand is
flexible), and real-time customized management (RTCM, which
can occur when both demand and supply are flexible and where
real-time mass customization is possible).

Table V identifies several example SCM, DCM, and RTCM
methods. The literature is overwhelmed with SCM findings (es-
pecially in regard to manufacturing), is only recently focusing
on DCM methods (especially in regard to revenue management),
and is devoid of RTCM considerations, except for a recent con-
tribution by Yasar [60]—he combines two SCM methods (i.e.,
capacity rationing and capacity extending) and two DCM meth-
ods (i.e., demand bumping and demand recapturing) to deal
with the real-time customized management of, as examples,
either a goods problem concerned with the rationing of equip-
ment to produce classes of products or a services problem con-
cerned with the rationing of consultants to coproduce classes of
services.

The shift in focus from mass production to mass customiza-
tion (whereby a service is produced and delivered in response
to a customer’s stated or imputed needs) is intended to provide
superior value to customers by meeting their unique needs. It is
in this area of customization—where customer involvement is
not only at the goods design stage but also at the manufactur-
ing or coproduction stage—that services and manufacturing are
merging in concept [56].

Finally, it should be noted that customization is both an en-
abler and a driver for services innovation. After a detailed re-
view and analysis, Tien [53] suggests that innovation in the
services area—especially in e(lectronic)-services—are facili-
tated by nine major innovation enablers (i.e., decision infor-
matics, software algorithms, automation, telecommunication,
collaboration, standardization, customization, organization, and
globalization) and motivated by four innovation drivers (i.e.,
collaboration, customization, integration, and adaptation). Not
surprisingly, all four drivers are directed at empowering the
individual—that is, at recognizing that the individual can,
respectively, contribute in a collaborative situation, receive
customized or personalized attention, access an integrated SoS,
and obtain adaptive real-time- or just-in-time input.

B. Infrastructure and Transportation Systems

Transportation and its concomitant information and phys-
ical infrastructures constitute a sizeable part of the services
sector and provide a rich source of intellectually challenging
SMC-related research topics that have considerable potential
for real-world impact. Such systems involve the movement of
people and goods, enabled by a physical infrastructure com-
prised of roads, bridges, seaports, airports, pipelines, sea lanes,
air lanes, canals, and vehicles (e.g., automobiles, trucks, buses,
trains, airplanes, bicycles, etc.), all enabled by an underpinning
information infrastructure (i.e., traffic control systems, traffic
congestion sensors, etc.) that serves to maintain and manage
the physical infrastructure. The economic and social impacts of
transportation are enormous, especially in regard to freight or
the movement of goods.

The U.S. spends roughly 45% of the cost of transportation on
the movement of goods. Roughly $1 trillion or 9% of the na-
tion’s GDP is generated by the freight or logistics industry, the
industry that moves and stores goods. Approximately 27% of
the nation’s GDP is created by the movement of goods across the
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nation’s international borders. Trucks provide for nearly 60%
in shipment volume and nearly 82% in shipment revenue in the
transportation sector, making the trucking industry the domi-
nant mode for freight movement. Trucking is a major employer
in the U.S., with 9.7 million people being employed in truck-
ing or trucking-related jobs in 1998. Further information about
the freight transportation industry can be found in Nagarajan
et al. [36].

A prime reason for moving freight (including commodities,
work in progress, or finished goods) is to serve the extended
enterprise, a network of independent companies with the intent
to respond to customers with better, less expensive products and
faster-to-market technologies. Goods, information, and money
flow in this network, and these flows are often called the supply
chain, the design of which involves the determination of how
value is added. Value can be added either internally by the
lead company in the enterprise or by an outside supplier. If the
decision is to outsource, then supplier selection also becomes
an issue. Supply chain management involves managing the flow
of goods (e.g., determining routes, schedules, and warehousing
facilities) and adding value to these goods (e.g., manufacturing
and packaging).

In order to identify relevant technical challenges associated
with the logistics and supply chain industries that can be ad-
dressed by SMC tools and techniques, it is important to under-
stand the trends and forces that are affecting, and are affected
by, these industries, as discussed later.

1) Outsourcing: As mentioned earlier, supply chain design
involves determining whether or not a company or enterprise
should assume responsibility for manufacturing a particular
component or providing a specific service in its supply chain;
alternatively, one could outsource the products or service func-
tions. Logistics is one of the first functions to be outsourced for a
variety of reasons. Rarely will a manufacturer consider logistics
as a core competency, although companies that consider supply
chain management a core competency (e.g., Dell) often have a
resultant competitive advantage. Private fleets are rarely as cost
effective as for-hire carriers since private carriers typically do
not have access to back-hauls that the for-hire carriers have.
The value of outsourcing the logistics function becomes more
pronounced as supply chains become more complex as a result
of, say, offshoring (where the manufacturing is performed off-
shore). These facts have led to the establishment of a third-party
logistics (3PL) industry, an industry of companies—many of
which do not have assets such as trucks, ships, and trains—that
can handle the freight transportation and warehousing between
an origin (e.g., a supplier) and a destination (e.g., an assem-
bly plant) in a supply chain. The 3PL industry has experienced
phenomenal growth in the U.S. in the 1990s and is poised to
experience the same level of growth in China.

The decision to outsource is typically based on the fact that
there is a supplier who can make a particular component less
expensively and/or at a higher quality than can be made by
the original equipment manufacturer (OEM). Expense must in-
clude both the cost to manufacture and the cost to transport
and warehouse the component for the next stage in the pro-
duction process. The trend of outsourcing offshore is enabled

by good quality, by inexpensive offshore manufacturing (often
due to low labor and/or material costs), and by a global logis-
tics industry, all dependent on an efficient global web that can
move goods cheaply and reliably around the world. As man-
ufacturing has gone offshore and global, so has the need for
freight transportation. The impact of being able to manufac-
ture offshore inexpensively has had a tremendous geopolitical
and economic impact. For example, China is now considered
the “world’s largest factory” in that it produces more than 50%
of the world’s cameras, 30% of the air conditioners and tele-
visions, 25% of the washing machines, almost 20% of the re-
frigerators, more than 33% of the digital video disk-read-only
memory (DVD-ROM) drives and personal, desktop, and note-
book computers, and about 25% of its own mobile phones, color
televisions, personal digital assistants, and car stereos. As a con-
sequence, a freight transportation company can gain and retain
customers if it has a global reach. Global strategic expansion can
also enable domestic growth. Freight moved from, say, China
to the U.S. also has to be moved within the U.S., and, there-
fore, represents potential domestic business. Hence, a strategy
for increasing a company’s freight business in the U.S. can be
achieved by capturing U.S.-bound freight offshore, transporting
it to the U.S., and then inserting it into the company’s U.S. do-
mestic freight network (i.e., “feed the beast”). The next stage
for system expansion for a freight transportation system that
is well developed in the U.S. and that has expanded to move
goods between the U.S. and foreign countries is emerging in
the offshore market itself, a phenomenon that is anticipated in
fast-growing China.

2) Vertical Integration, Consolidation, and Congestion:
Once the decision is made to outsource logistics, there is a
tendency to look for 3PLs that can provide a complete logistics
solution (i.e., “one-stop shipping”). Such a customer require-
ment has led to an expanded set of services that are offered
by the freight transportation industry. For example, the United
Parcel Service (UPS), historically a package express company,
now has expanded its services in the following manner:

1) For Toshiba, UPS picks up computers in need of repair,
and then also repairs them.

2) For Papa John’s, UPS schedules and dispatches their truck
drivers for the pickup and delivery of pizza supplies (i.e.,
tomatoes, pizza sauce, cheese, etc.).

3) For Nike, UPS inspects, packs, and delivers their shoes
and manages their warehouse.

4) For Jockey, UPS fills the order, bags it, labels it, and
delivers it, all from a UPS-owned warehouse.

5) For Hewlett-Packard, UPS manages their replacement
parts and repair divisions in Europe and Latin America.

Other integrated service providers include the U.S.-based
FedEx and DHL, and the Japan-based Nittsu. It should also
be noted that increased geographic span and service expansion,
coupled with economies of scale, are moving the industry to-
ward greater consolidation.

Infrastructure congestion in the U.S. is increasing as off-
shoring grows, as domestic freight movement increases due
to the normal growth of the U.S. domestic market, and as
U.S. freight transportation infrastructure remains constant. This
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congestion is occurring at sea and at air cargo ports, rail lines,
canals, and highways. Congestion increases not only the length
of lead time (i.e., the time needed to go from origin to desti-
nation), but it also increases lead time variability. The resulting
productivity and environmental impact can be profound and
is, of course, usually negative. Under robust assumptions, the
amount of safety stock needed to maintain a certain customer
service level increases as a function of both the mean and the
variance of the lead time. Thus, congestion requires a greater
level of inventory; hence, a greater inventory holding cost.

3) Supply Chain and Information Technologies: Global sup-
ply chains that move goods across national boundaries, through
many time zones and across several oceans and continents, are
invariably complex and offer heightened opportunities for sup-
ply chain disruptions. Some of these disruptions are due to
the expected variations in, as examples, demand, congestion,
and weather. However, low probability, highly disruptive events
(e.g., labor strikes, terrorist attacks, major accidents, extreme
weather conditions, etc.) can occur and represent a significantly
greater management challenge. How to best design resilient sup-
ply chains and freight transportation strategies that are “robust”
or “adaptive” and degrade gracefully under such circumstances
is a topic of considerable interest in the freight transportation
industry. Some mitigating ideas include the use of multiple sup-
pliers and the practice of postponement to help “shock-proof”
supply chains and ensure a quicker return to normal operations
following a major disruption.

The freight transportation industry can benefit from many
advances in a variety of technologies, especially information
technologies that allow for real-time control of supply chains,
based on real-time system information. Clearly, a decision in-
formatics [51] approach to managing supply chains represents
the next level of supply chain productivity, including efficiency,
resiliency, and other desirable supply chain characteristics (e.g.,
stability), all challenges for the community of SMC researchers.
The value of information in the freight transportation industry
has been assumed to be significant, although this is not always
the case. Nevertheless, timely information has been credited
with reducing cost in the long haul less-than-truckload (LTL)
segment of the U.S. trucking industry, with being essential to the
efficient scheduling and tracking of valuable and always on-the-
move assets, and with reducing inventory levels and providing
for just-in-time supply chains.

In practice, it is essential to have real-time information con-
cerning inventory levels; production rates; vehicle, vessel, or
trailer operating characteristics (i.e., position, speed, direction,
temperature, oil pressure, and tire pressure); driver alertness;
traffic congestion; and weather. A related challenge that the
industry faces is how to fuse and transform the incoming sen-
sor data into information so that informed decisions can be
made in a real-time manner, all in the face of data that may
be delayed and/or corrupted by incorrect sensor readings. The
concomitant decision support system must be based on mod-
els of sequential decision-making that can explicitly take into
consideration possible uncertainties and noise-corrupted obser-
vations. Such adaptive, real-time models tend to be much more
computationally demanding than the current generation of sup-

Fig. 1. Societal and environmental systems.

ply chain systems software that relies on optimal, mathematical
programming solutions.

C. Environmental and Energy Systems

General relationships existing between societal and environ-
mental systems are explained first. After highlighting the im-
portance of maintaining sustainable relationships between these
two crucial SoSs, the urgent necessity of having sustainable con-
nections between energy and atmospheric systems is explained.
Finally, opportunities are put forward to systems thinkers and
others to thwart the dangerous buildup of carbon dioxide (CO2)
in order to mitigate global warming.

1) Societal and Environmental Systems: Biological life on
earth can be classified into two main categories: animal life
(i.e., zoological species) and plant life (i.e., botanical species).
Both of these categories of species survive and thrive within
the environmental systems that exist on planet earth. As shown
on the right-hand side of Fig. 1, land, water, and atmosphere
are three crucial environmental systems upon which biological
systems are dependent. When environmental systems intersect
in a meaningful way at a given location on the globe, the re-
sulting system is often referred to as an ecological system. For
instance, a river basin often forms a natural ecological system
within which human activities and their environmental impacts
can be better understood and sustainably maintained. The path-
ways in which water travels in its various forms through the
atmosphere, land, and bodies of water is called the hydrological
cycle—see Hipel and McLeod [23, Section 1.4] for a definition
and associated references. Moreover, all of these environmental
systems are highly interconnected, possessing many positive
and negative feedback loops; indeed, one can certainly refer
to each one of them as an SoS. For example, the Gulf Stream
brings warm water from the tropical areas of the Atlantic Ocean,
northward past the coastline of Europe where it heats the atmo-
sphere and land, thereby controlling climatic conditions such
as temperature and precipitation patterns; then, cold water from
the Arctic sinks and returns in a southerly direction in the At-
lantic Ocean, thereby keeping this “conveyor belt” of water in
continuous circulation.

The left side of Fig. 1 identifies some important examples
of societal systems that are discussed in this paper: services,
infrastructure and transportation, energy, and defense and space
systems. As can be seen, these and other kinds of societal sys-
tems overlap with one another via highly dependent structures
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designed by humans to serve their needs and desires. All so-
cietal systems, for instance, are completely reliant upon access
to energy systems, without which they would cease to operate
or exist. For example, transportation systems would grind to a
halt if cars, trucks, trains, aircraft, and ships could not obtain
fuel from appropriate energy sources. Other basic services or
infrastructure systems, such as supplying water to the residen-
tial, agricultural, industrial, and commercial sectors of society,
could not function without having electrical energy sources to
deliver water through pipes.

As depicted by the arrows connecting the societal and envi-
ronmental systems in Fig. 1, these two sets of systems directly
affect one another, although, in general, societal systems are
ultimately at the mercy of environmental systems. In particu-
lar, the resources arrow indicates that all societal systems must
obtain resources from the various environmental systems in or-
der to survive and flourish. For example, all industrial products,
such as cars, planes, and computers, are built using raw mate-
rials extracted from nature. Even services, like legal practices
and psychological counseling, which largely involve thinking
and utilizing concepts from information technologies, require
resources from the environment inasmuch as those humans cre-
ating and benefiting from these activities must be housed and
fed. Whatever the case, every type of societal system produces
unwanted by-products that are, unfortunately, dumped into the
environment as partially treated or untreated wastes. Cities, such
as Victoria and Halifax in Canada, Rio de Janeiro in Brazil, and
all of the coastal cities of China, knowingly discharge huge
quantities of untreated sewage into the oceans. In response to
such human-induced activities, natural systems may react in un-
foreseen and violent ways. For example, heavy rainfall in moun-
tainous areas that have been deforested as a result of poor log-
ging practices can cause unexpected landslides, bringing about
high losses of human life and property. In some cases, such as
earthquakes, tsunamis, and volcanic eruptions, the destructive
actions of nature upon societal systems are, of course, not the
fault of human activities, although preventative measures, such
as constructing earthquake-proof buildings and having effective
warning and evacuation plans in place, can mitigate the effects
of these natural disasters.

2) Sustainable Systems: Continuing increases in human
populations on planet earth mean that more and more societal
systems are being created to serve these populations. Conse-
quently, valuable resources such as water, minerals, metals, and
agricultural land are being consumed by society, resulting in
a concomitant increase in the volume and complexity of by-
products. The exploding increase in the number of synthetic
products made by an array of newly created chemicals could
have a number of unsuspected negative consequences on both
human health and the environment. Accordingly, there is a vast
array of opportunities for systems engineers to address the com-
plex and interconnected problems affecting the earth’s societal
and environmental systems. Of overriding import is the devel-
opment of systems methodologies for creating and maintaining
sustainable relationships between societal and environmental
systems. Resources must be utilized in a responsible manner,
consistent with environmental, ethical, economic, and other so-

Fig. 2. Energy and atmospheric systems.

cietal principles. The by-products of human activities should be
minimized, recycled whenever possible, and properly treated,
with any remaining residues being responsibly stored. Suitable
agreements, policies, laws, and effective implementation mech-
anisms are required at the local, regional, provincial, national,
and international levels to ensure the sustainability of these criti-
cal, life-sustaining SoSs. Adaptive decision-making, coupled in
an integrative manner with informatics and many other systems
techniques, is essential for sustainably managing the SoSs and
their interrelationships depicted in Fig. 1 in real-time as well as
within short-, medium-, and long-term perspectives.

3) Energy Systems, Atmospheric Systems, and Global
Warming: To highlight why systems thinking approaches are
urgently needed to tackle a near and present danger now being
played out between societal and environmental systems, con-
sider the serious situation illustrated in Fig. 2, between energy
systems from the societal domain and atmospheric systems from
the environmental domain. As depicted on the left in Fig. 2,
humans design, operate, and maintain a range of systems for
producing energy to satisfy the energy demands of many dif-
ferent kinds of societal systems. Of particular importance in
the development of modern civilization has been the extensive
extraction, processing, and utilization of fossil fuels (i.e., coal,
oil, and gas) for heating, cooking, lighting, agriculture, industry,
transportation, and other purposes. The widespread burning of
coal started in England about 700 years ago and became an in-
creasingly key energy source with the initiation of the industrial
revolution in the late 18th century; in fact, the 19th century has
been coined the century of coal. The 20th century is considered
the century of oil, in which first the Americans and Europeans
and then the Asians and people in the rest of the world devel-
oped an enormous appetite for driving automobiles. By the year
2025, gas may overtake oil as the world’s most important fossil
fuel source.

In 2005, the U.S. consumed almost 21 million barrels of oil
per day, followed by China and Japan at 6.5 and 5.4, respec-
tively, with India in sixth place at 2.6. With the emergence
of China and India as industrial superpowers, the competition
and demand for oil and other fossil fuels is bound to increase
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Fig. 3. Monthly concentrations of atmospheric carbon dioxide. Note. Carbon dioxide volume in parts per million, as measured at the Mauna Loa Observatory in
Hawaii for the period from January 1965 to December 2004 with a linear trend line superimposed on the plot of the data.

dramatically. Unfortunately, when fossil fuels are burnt, CO2 is
released into the atmosphere, and, in today’s world, the quan-
tity of CO2 emitted is enormous. Carbon dioxide is the most
abundant of about 30 other known greenhouse gases, includ-
ing methane and nitrous oxide, which trap heat near the earth’s
surface in the troposphere, as shown on the right in Fig. 2.
Capturing heat in the lower troposphere causes global warming
and climatic change well beyond that which could be expected
through natural processes, devoid of human influences. Overall,
it is estimated that CO2 emissions resulting from human ac-
tivities cause about 80% of global warming. More specifically,
CO2 released as by-products from electricity production and
transportation systems is the biggest culprit in global warming,
with coal-fired power generation plants being the worst offend-
ers. Ironically, the stratosphere, which is located from about 12
to 50 km above the earth’s surface, is, in fact, cooling because
of the destruction of the ozone layer and the creation of ozone
holes precipitated by the release of chlorofluorocarbons (CFCs),
a synthetic chemical produced solely by humans.

The carbon budget refers to the amount of carbon stored in
the various environmental systems shown on the right in Fig. 1.
As indicated earlier, a crucial controller and harbinger of cli-
matic change is the amount of CO2 present in the lower part
of the troposphere. Prior to 1800, at the start of the industrial
revolution, there were 280 parts per million (ppm) of CO2 in the
atmosphere. In 1958, Charles David Keeling measured 315 ppm
of CO2 atop Mauna Loa on the Big Island of Hawaii. Except for
some missing values during the first few years of record, contin-
uous measurements of monthly CO2 values at the Mauna Loa
site are available up until the present time [30]. Fig. 3, show-
ing the famous “Keeling Curve,” displays the average monthly
concentrations of CO2 in parts per million, as measured at the
Mauna Loa Observatory from January 1965 until December
2004 [30]. The sinusoidal curve reflects the seasonal variations
in CO2 concentrations. In particular, the regeneration of plant
life in the spring in the large land masses of the northern hemi-
sphere causes more CO2 to be absorbed while the decaying of

plants and tree leaves in the fall releases CO2. However, what
is particularly disturbing about this curve is that these seasonal
variations are wrapped around a distinctive upward trend line,
one that is dramatically increasing over time.

There is now almost universal consensus that the effects of
greenhouse gases and climatic change upon societal and envi-
ronmental will be devastating. Scientific analysis of measure-
ments from tree rings, ice cores, and other natural evidence
permits scientists to make fairly accurate estimates of CO2 lev-
els, atmospheric temperatures, and associated climatic effects
far into the past. Scientists also know that going from 300 to
600 ppm of CO2 concentration can heat the atmosphere from
3 to 6 ◦C. In addition, since 1990, nine out of the ten warmest
years ever recorded have occurred, with 1976 and 1998 being
the years of exceptional change.

The question naturally arises as to what will happen if society
continues with “business as usual” and atmospheric CO2 con-
centrations continue to spiral out of control as shown in Fig. 3.
Knowledgeable experts from around the globe have some pretty
dire predictions—see, as examples, Diamond [5], Flannery [8],
Gore [13], International Panel on Climatic Change [25], and
Kolbert [32]. Of prime concern is the effect upon the biological
systems shown on the right in Fig. 1. There is now no doubt that
there will be mass extinctions of plants and animals and many of
the societal systems shown on the left in Fig. 1 could be greatly
weakened, if not obliterated. In fact, in the late 1980s, the dis-
appearance of the golden toad in Costa Rica was the first proven
case of extinction caused by climatic change. Extreme climatic
conditions are a key characteristic of climatic change and are
already well underway as evidenced by severe droughts (e.g.,
in Africa and Australia), devastating hurricanes (e.g., Hurricane
Katrina in 2005), and increasing coastal floods (e.g., due to the
melting of the polar ice caps and glaciers).

4) Timely Opportunities: The foregoing bleak picture of the
devastation that global warming can wreak upon the societal
and environmental systems provides a unique window of op-
portunity for systems engineers, in particular, and citizens of
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the world, in general, to take timely and determined actions to
forestall the catastrophic effects of climactic change, while si-
multaneously allowing the societal systems on the left in Figs. 1
and 2 to function within a sustainable framework. As in a sys-
tems approach to creative problem solving, a clear vision and
mission are required. Certainly, CO2 levels must be brought
under control and, fortunately, scientists have also worked out
exactly what has to be accomplished on a global scale. Specifi-
cally, society requires a 70% reduction in CO2 emissions below
1990 levels by 2050 in order to stabilize the earth’s climate [8].
Additionally, annual emissions of all greenhouse gases must
be decreased to at least 80% of current 2006 levels [49]; this
will cause the atmosphere to contain about 450 ppm of CO2,
which, in turn, would cause world climate to stabilize in 2100
at a temperature that would be 1.1 ◦C higher than today, with
some locations heating up by as much as an additional 5 ◦C.
One should keep in mind, however, that 450 ppm of CO2 in
the atmosphere is a level which is far higher than any that has
occurred in the last 650 000 years.

Because virtually all CO2 emissions are connected with the
extraction, processing, distribution, and utilization of energy
within societal systems, energy systems must be properly de-
signed and managed to meet the 450 ppm of CO2 requirement.
Fortunately, the technical solutions for meeting such a require-
ment are already known, and the associated costs are manage-
able. The left side in Fig. 2 lists the main energy sources that are
currently available; the top five sources—solar, wind, tidal and
wave, geothermal, and biomass—constitute renewable energies,
among which only biomass has CO2 emissions that, fortunately,
can be controlled. Nuclear power generation is completely free
of CO2 emissions, although one must ultimately dispense of the
nuclear residual wastes. In 1996, Japan became the first nation
to start using third-generation nuclear reactors, and planning
for a fourth-generation reactor is well underway. Even fossil
fuels present a viable option for providing energy in the long
term if large-scale CO2 sequestration technologies can be suc-
cessfully implemented [26], [43]. Two popular carbon dioxide
sequestration techniques that are being considered are pumping
compressed CO2 deep into the oceans and concentrated CO2

into the ground (i.e., geosequestration). Carbon dioxide from
coal-fired power stations can be injected into oil formations to
increase pressure and thereby assist in the recovery of oil and
gas. Through reforestation and the practice of sustainable agri-
culture and animal husbandry, the earth’s vegetation and soils
can likewise act as carbon sinks. One far-out suggested solution
to CO2 sequestration is to fertilize the southern oceans with iron
filings, a limiting nutrient for the growth of plankton, which can
capture CO2 and sink to the bottom of the ocean when they
die.

Innovative design and modeling procedures considered in
Section III can be employed for comparing alternative energy
generation methods. An innovative technical design is not com-
plete, realistic, meaningful, or, for that matter, ethical, unless it
reflects the value systems of stakeholders and is directly linked
with proper proactive policy, governance, implementation, and
regulatory systems, at the local, provincial, national, and inter-
national levels—to ensure that the vision, mission, and goals are

met in an adaptive, integrative, and real-time manner. As noted
earlier and from a very general viewpoint, there are tremen-
dous opportunities for systems thinkers and other professionals
to design systems that can guarantee and maintain sustainable
relationships between the societal and environmental systems
depicted in Fig. 1. Moreover, some of the major difficulties in
sustainable relationships that may arise in the future, perhaps
related to the planting of genetically altered seeds or the spread
of yet-to-be identified viruses, may be largely unknown and be-
come recognizable only after they emerge. Consequently, both
precautionary and proactive systems must be in place to adap-
tively tackle real-time problems that are presently unforeseen
as well as dilemmas that are already visualized. System-wide
policies may consist of both carrots (i.e., incentives) and sticks
(i.e., mandates), and may deal with the problem from both a
supply-side and a demand-side perspective.

The 1997 Kyoto Protocol, an agreement among nations of
the world to reduce greenhouse gas levels, is a step in the right
direction. However, the biggest emitter of CO2, the U.S., as
well as Australia, have not signed the Kyoto Protocol and critics
complain that the protocol “lacks teeth” and permits relatively
large polluters like China and India to keep on polluting, at
least in the short run while their economies develop. Various
carrots (e.g., carbon trading, tax incentives) and sticks (e.g.,
strict enforcement procedures, economic penalties) have been
suggested as components of a CO2 reduction agreement. As
argued by Hipel and Obeidi [24], economic agreements—such
as those falling under the World Trade Organization (WTO) and
the North American Free Trade Agreement (NAFTA)—could
be modified to reflect environmental, societal, and other types of
concerns. Alternatively, these highly criticized economic agree-
ments, which underpin globalization, could be replaced by fair
and ethical treaties that are economically, environmentally, and
socially viable. More importantly and as argued by Gore [13]
and Glasby [12], political will is required to control greenhouse
gases. The 1987 Montreal Protocol, however, is an example of
a successful environmental treaty; it has been able to minimize
the ozone holes over the poles by banning the use of chloroflu-
orocarbons (CFCs) and other ozone-depleting substances.

D. Defense and Space Systems

In recent years, there has been a growing recognition that
significant changes need to be made in the defense and space or
aerospace industries; they are undergoing a major transforma-
tion. Today, major defense and aerospace manufacturers in the
U.S., including, but not limited to, Boeing, Lockheed-Martin,
Northrop-Grumman, Raytheon, and BAE Systems, all recog-
nize the critical importance of large-scale systems integration.
In some cases, these companies have even established entire
business units dedicated to systems integration activities. As
examples, consider the vision statements of three of the major
aerospace companies [1]:

— “To be recognized as the world’s premier systems en-
gineering and technology enterprise,” Lockeed Martin
Corporation in 1995;
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— “. . . aspire to be one of the most admired technology
companies in the world, and a “System of Systems” inte-
grator,” Raytheon Corporation in 2000; and

— “To be the leading systems company, innovating for a
safer world,” BAE Systems in 2005.

Similar vision statements can be obtained from other corpora-
tions like Boeing, Northrop-Grumman, and General Dynamics.
A well-managed military complex, which adheres to systems
integration principles, is needed to produce a wide variety of
military equipment required by the armed forces to meet their
defensive and offensive capabilities. When a government or a
coalition of nations decides to launch a military campaign, or
must respond to aggression by other nations, an entire “life-
cycle” of events must be planned and executed in a systematic
manner. For example, in World War II, both the British and
American military employed the systems science principles of
operations research to assist them in defeating Germany and
Japan. Moreover, after the unconditional surrender of Germany
in 1945, the Western Allies occupied Western Germany and
systematically disarmed the Germans. Under the brilliant lead-
ership of the U.S., the Western Allies launched the famous
Marshall Plan to not only rebuild Western Germany but also all
other devastated areas of Western Europe and Japan. A sound
constitution was established when the Federal Republic of Ger-
many was formed just after the war and today a united and
democratic Germany is the economic engine of the European
Union. Likewise, under their clever military campaign of “is-
land hopping,” the U.S. decisively defeated Japan and under
the inspired leadership of General Douglas MacArthur created
a strong form of parliamentary democracy in Japan. Currently,
Japan is the largest democracy in Eastern Asia and is an eco-
nomic superpower within which its economic wealth has been
reasonably well distributed among its citizens.

Unfortunately, the foregoing type of “life-cycle” systems ap-
proach has not been followed by the current U.S. administration,
which launched an attack against Iraq in March 2003, ignor-
ing the advice of some of America’s closest allies (including
Canada, Germany, and France). The superb military equipment,
which the U.S. defense industry built for the armed forces, per-
formed according to specifications and the American military
met its immediate obligations by expeditiously defeating the
Iraqi military, while suffering few losses. However, after this
quick military victory, no viable plan was in place to carry out
the entire “life-cycle” or long-term plan of occupying and re-
building a defeated nation in a systematic manner.

In the space domain, the National Aeronautics and Space Ad-
ministration (NASA)’s International Space Station (ISS), which
is being developed by Boeing and is considered to be the largest
and most complex international scientific project in history is,
in essence, an SoS. When ISS is completed around 2010, it
will be comprised of more than 100 major components car-
ried aloft by 88 space flights. With contributions from over 16
nations, the ISS will include systems concerned with thermal
control, life support, guidance, navigation, control, data han-
dling, power, communications, and tracking. Components from
the international partners include: a Canadian-built, 55-ft-long

robotic arm and mobile servicing system used for assembly and
maintenance tasks; a pressurized European laboratory called
Columbus; a Japanese laboratory called Kibo, with an attached
exposed exterior platform for experiments; and two Russian
research modules—an early living quarters called the Zvezda
Service Module with its own life support and habitation sys-
tems, and a Soyuz spacecraft for crew return and transfer.

Obviously, defense and space systems have similar concerns
and are focused on the integration of a range of systems into a
viable SoS. Clearly, sophisticated, real-time- and adaptive SoS
methods are required to deal with these complex systems. For
example, Nilchiani and Hastings [37] argue for designing in
flexibility in space systems so that they could adapt to change.
Equally evident is the fact that such methods are within the
purview of the IEEE Society on Systems, Man, and Cybernetics.

III. RESEARCH METHODS

As summarized in Table I, the required methods for deal-
ing with the four application domains can be appropriately
grouped into three categories: systems, man, and cybernetics.
Thus, SMC, as a professional society, does indeed have an ex-
citing future; it includes critical methods for addressing at least
the four domains considered herein.

A. Systems

Systems design, interface, and integration constitute the foun-
dation upon which systems research methods can be supported
and broadened in scope.

1) Design: Design, or creative problem solving, constitutes
the philosophical foundation upon which all engineering dis-
ciplines, including systems, man, and cybernetics, can flourish
and mature. The design process permits humans to employ the
imaginative or “right brain” component of their intelligence in
concert with their analytical or “left brain” capabilities to cre-
atively solve, often in an iterative manner, tough problems, rang-
ing from designing intelligent transportation systems to effective
government policies. The information technology revolution has
permitted the analysis part of design to be largely replaced by
computers. For example, a human can tentatively imagine the
main features of an advanced transportation vehicle having cer-
tain capabilities for satisfying transportation objectives, which
can then be rigorously analyzed and viewed graphically using
a computer-aided design (CAD)/computer-aided manufacturing
(CAM) program. Based on this analytical and visual feedback,
the vehicle can be redesigned and analyzed again in an iterative
manner until a satisfactory design is achieved that meets spec-
ified performance (i.e., human interface, environmental, fuel
efficiency) criteria.

Several considerations should be borne in mind when one un-
dertakes a systems design. First, the current holistic viewpoint of
designing a system should be expanded in scope to encompass
SoSs, which reflect the features of the various types of problems
referred to in the Section II application domains. Attractive re-
search opportunities exist for developing sound methodologi-
cal and theoretical bases to properly model and analyze SoSs.
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Second, as proposed by Hipel and Fang [20], multiple partici-
pants and their associated value systems should be entertained
when investigating any SoSs. For example, when designing
an energy policy, the viewpoints of all stakeholders should be
“hardwired” into the policy so that the interests of producers,
distributors, customers, regulators, environmentalists, and other
relevant stakeholders are fairly addressed. When designing a ser-
vice system for purchasing or selling on eBay, distributed multi-
agent demands must be met when negotiating sales among real
people, purchasing software agents, or some mixture thereof.
Third, any type of system, whether it be a societal system or an
automated corrective system (e.g., in response to a power fail-
ure), should possess an ethical design. Hence, health systems
that penalize customers for being sick by charging higher rates,
should be deemed illegal in any civilized society. Fourth, of great
import in many situations is to design systems that can operate in
real-time, by having instant and ongoing access to vast arrays of
constantly updated data from which decision-support informa-
tion can be immediately obtained. In some cases, split-second
decisions may have to be automatically made for isolating a
problem in a system, such as an electrical distribution network,
in order to prevent system collapse. In other situations, like a sus-
pected launch of nuclear missiles against a nation, humans will
have to make the final crucial decision as to whether the attack
is real and if the country should activate its defensive systems
and/or launch a counterstrike at the offending country. Fifth, one
should be cognizant that most system problems involve a high
level of uncertainty and risk for which systems methodologies
such as fuzzy sets [61], information-gap theory [3], [19], grey
sets, rough sets, and probability and statistics are crucial. Sixth,
virtually every systems design problem is multidisciplinary in
nature and requires an integrative and adaptive approach. Fi-
nally, one should recognize that the ultimate purpose of good
design is to produce good decisions to benefit stakeholders in a
fair manner.

2) Interface: System interface could include the interac-
tions between software agents, between humans and machines,
between subsystems, between systems (i.e., in an SoS man-
ner), between humans, or between any of the earlier-mentioned
components. Human factors constitute a discipline that deals
with many of these interactions. However, another critical in-
terface concerns how humans interact with information. In
developing appropriate human–information interfaces, one must
pay careful attention to a number of factors. First, human–
information interfaces are actually a part of any decision-support
model; they structure the manner in which the model output
or information is provided to the decision-maker. Cognition
represents the point of interface between the human and the
information presented. The presentation must enhance the cog-
nitive process of mental visualization, capable of creating im-
ages from complex multidimensional data, including structured
and unstructured text documents, measurements, images, and
video.

Second, constructing and communicating a mental image
common to a team of, say, emergency responders facilitates
collaboration and leads to more effective decision-making at
all levels, from operational to tactical to strategic. Neverthe-

less, cognitive facilitation is especially necessary in operational
settings that are under high stress.

Third, cognitive modeling and decision-making must com-
bine machine learning technology with a priori knowledge in
a probabilistic data mining framework to develop models of
an individual’s tasks, goals, interests, and intent. These user-
behavior models must be designed to adapt to the individual
decision-maker so as to promote better understanding of the
needs and actions of the individual, including adversarial be-
haviors and intent. If not appropriately developed, cognitive
models can introduce errors in interactive behavior and result in
an unreal perspective [14]. Such a priori knowledge must also be
represented in a manner as compatible as possible with the man-
ner in which the knowledge source would like to represent the
knowledge. If the knowledge source is a human, then the precise
probabilities or value functions may require knowledge acqui-
sition techniques foreign to the source and, hence, may produce
unreliable knowledge descriptions. This suggests the need for
more natural forms of knowledge capture and representation, as
well as decision-support methodologies that are constructed on
the basis of natural models of knowledge representation.

3) Integration: System integration refers to the progressive
linking and testing of system components to merge their func-
tional and technical characteristics into a comprehensive, inter-
operable system. For example, in a fully integrated SoS, each
system can communicate and interact with the entire SoS, with-
out any compatibility issues. For this purpose, an SoS needs
a common language. Without having a common language, the
SoS components cannot be fully functional and the SoS cannot
be adaptive in the sense that new system components cannot
be appropriately integrated into the SoS without a major ef-
fort. Integration also implies a seamless interaction among the
components [28].

A system of systems often consists of transformational,
network-centric components with software-intensive character-
istics. The emphasis is on interoperability and a need for the
system of heterogeneous systems to perform optimally and to
realize a common objective [6]. The concept of an SoS arises
from the need to more effectively implement and analyze large,
complex, interdependent, and heterogeneous systems working
in a cooperative manner. The SoS paradigm presents a new
school of thought in systems engineering. The driving force be-
hind the desire to view these systems as an SoS is to achieve
higher capabilities and performance than would be possible with
traditional stand-alone systems. While the expectation of an SoS
is that it would perform in a synergistic manner, few real-world
applications are available [41].

Just like a system can be considered to be a metasubsystem,
an SoS can be envisioned as a metasystem [46]. For example,
a Boeing 747 airplane system can be considered to be an ele-
ment of an airport SoS; similarly, a rover on Mars is not itself
an SoS, but a robotic colony or swarm exploring the red planet
is an SoS. In the U.S. Department of Defense (DoD), many
efforts are underway to utilize SoS as a technology where na-
tional and regional security can best be attained. As an example,
in 2005, the U.S. Army announced a joint project with Boe-
ing on the creation of the System of CA, Systems Integration
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Fig. 4. Decision-making framework.

Laboratory (SoSIL) in Huntingdon Beach, where all 18 plat-
forms in a network-centric warfare scenario can be simulated
and tested. The facility should allow soldiers and civilian ex-
perts to work together to develop, test, and evaluate the future
combat systems (FCS) network that can connect vehicles and
planes on the battlefield. The high-tech facility should also be
able to link suppliers and subcontractors nationwide, in real-
time manner [28].

B. Man

The man- or human-related methods included in this section
are focused on decision-making. Other human-related methods
like human factors and human–information interfaces are ad-
dressed in Section III-A. Before discussing decision-making at
the strategic, tactical, and operational level, it may be helpful to
provide an example context for such a discussion. A defense-
and services-related example is provided by Tien [52], who
views urban disruptions (i.e., terrorist acts, natural disasters, and
accidental incidents) from a decision perspective when dealing
with the various stages of a disruption, including the preparation
for a major disruption, the prediction of such a disruption, the
prevention or mitigation of the disruption, the detection of the
disruption, the response to the disruption, and the recovery steps
that are necessary to adequately, if not fully, recuperate from the
disruption. In this context, at the strategic level (which includes
the preparation and recovery stages of a disruption), decisions
must be made in terms of months, if not weeks; at the tactical
level (which includes the prediction and prevention stages of
a disruption), decisions must be made in terms of days, if not
hours; and at the operational level (which includes the detection
and response stages of a disruption), decisions must be made
in real-time. Hagen and Brown [16] provide another services-
related, decision problem—within a law enforcement context.

One could consider the different decision-making levels in
terms of a data, information, knowledge, and wisdom contin-
uum [51]. As depicted in Fig. 4, data represent basic transactions
captured during operations, while information represents pro-
cessed data (e.g., derivations, groupings, patterns, etc.). Clearly,
except for simple operational decisions, decision-making at the
tactical or higher levels requires, at a minimum, appropriate in-
formation or processed data. Fig. 4 also identifies knowledge

Fig. 5. Decision-making framework.

as processed information (together with experiences, beliefs,
values, cultures, etc.), and wisdom as processed knowledge (to-
gether with insights, theories, etc.). Thus, strategic decisions
require knowledge, while systemic decisions require wisdom.

1) Strategic: Strategic decision-making is usually distin-
guished from tactical and operational decision-making by the
organizational and financial impact of the decisions (i.e., the im-
pact of a strategic decision being significantly greater than those
at the tactical and operational levels); by the “clock speed” (i.e.,
major strategic decisions usually do not arise as often as tacti-
cal and operational decisions and the amount of time available
for strategic decision-making is usually greater than for tacti-
cal and operational decision-making, sometimes significantly
so); by the complexity or scope of the decisions (i.e., strategic
decisions—in contrast to tactical and operational decisions—
must also take into consideration political, legal, social, and
ethical issues).

As an example, technology investment is a strategic deci-
sion. In terms of a freight system, the fundamental question
is: would an investment in an information infrastructure that is
designed to provide data in near real-time, be worth the invest-
ment? Two possibilities come to mind. First, would equipping
all tractor trailer trucks with location identification systems and
two-way communication systems between driver and dispatcher
be worthwhile doing? Studies indicate that information thus ob-
tained has sufficient value for the national trucking industry,
which has invested in such systems during the past 15 years. Sec-
ond, would putting radio frequency location and identification—
RFLID—tags on products manufactured in China and moved to
the U.S. be able to improve the efficiency of their movement
across the Pacific? Interestingly, since the Pacific movement
is predictable and the added asset visibility provided by such
RFLID tags does not significantly influence or expedite supply
chain decisions, there is no value in the data generated.

Fig. 5 portrays a flexible procedure for considering strategic
decision-making from a systems engineering perspective. As
an example, consider the situation in which a country wishes
to design a long-term energy policy for meeting future energy
demands, based on multiple stakeholder objectives for, say, the
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year 2020. The left column in Fig. 5 contains the main fac-
tors that must be considered for selecting a suitable design.
Besides a sound physical design, any alternative solution, such
as a nuclear power plant or a wind farm, must be evaluated
with respect to environmental, financial, economical, political,
and social considerations or objectives. Keeney [31] suggests
a value-focused thinking approach for cleverly determining
short- and long-term goals. Whether one employs value-focused
thinking, brain-storming sessions with stakeholders, surveys, or
some other appropriate procedure, one can arrive at a range of
meaningful alternatives and criteria for evaluating these alterna-
tives [2], [4], [18]. Criteria such as political and societal impacts
may be nonquantitative in nature, while economic, risk [17], and
certain environmental data may be quantitative in nature. As de-
scribed by Hipel et al. [21], [22], appropriate techniques from
systems engineering [45], [47], [59] and operations research
can be employed throughout the design or decision-making pro-
cess to identify the alternatives, to rank the alternatives, and to
select the best alternative or some combination thereof. Thus,
the final energy policy may well be a combination of nu-
clear, hydropower, wind, solar, and fossil fuel generation
in combination with CO2 sequestration methods, along with
policies for encouraging the development of energy-efficient
products, homes, manufacturing facilities, and transportation
systems.

As indicated in the top-left cell in Fig. 5, the output from
all of the systems analyses furnishes information and insights
to assist decision-makers in eventually reaching an overall in-
formed decision. The feedback arrows drawn on the left in Fig. 5
indicate that additional studies can be executed, as required, to
procure a better understanding of the problem. In fact, this type
of systems approach to enlightened decision-making provides a
valuable basis for enhancing discussion and cooperation among
decision-makers that may result in a win/win situation for ev-
eryone concerned. The right side in Fig. 5 depicts character-
istics that are embodied within the hierarchical framework of
the decision-making process. In particular, as one goes from
the tactical level of decision-making to the strategic level, the
problem changes from being highly structured, quantitative, and
hard, to being unstructured, qualitative, and soft. Due to these
and other reasons, one must choose an appropriate set of sys-
tems tools to investigate all relevant aspects of the system or
SoS systems being studied. When modeling strategic interac-
tions among decision-makers, especially at the strategic level
where information tends to be unstructured, more qualitative,
and soft, one can employ the Graph Model for Conflict Resolu-
tion [7], [24] or Conflict Analysis [10]. By properly taking into
account all key aspects of decision-making, society can arrive
at decisions that are more equitable to all parties involved and
fall within a sustainable development framework.

2) Tactical: Tactical decision-making is concerned with
making wise decisions to tackle more medium-term problems
and associated objectives. The basic decision-making process
depicted in Fig. 5 could also be employed for making decisions
in the not-too-distant future. For example, after deciding upon
a long-term energy strategy as described in the previous para-
graphs, the procedure could be utilized to make decisions about

all of the issues involved in building a nuclear power plant at
a specific location over a period of five years. Issues to be ad-
dressed include selecting the type of nuclear power plant, such
as an advanced, heavy water reactor design; choosing an op-
timum safety system; determining how to store nuclear wastes
and eventually disposing of them; adopting reliable security sys-
tems; minimizing environmental impacts; obtaining finance at a
low interest rate; minimizing environmental impacts; minimiz-
ing different types of risk [17]; and maximizing employment
opportunities for the local community.

As pointed out earlier, appropriate decision-making tech-
niques developed in the fields of systems engineering and op-
erations research can be effectively utilized in regard to tactical
decisions. More specifically, systems engineering focuses on all
levels of decision-making, including the strategic and tactical
levels; on unstructured and complex problems; on qualitative
and quantitative data; on soft and hard systems; on the inte-
gration of technical, institutional, cultural, financial, and other
inputs; on multiple conflicting objectives; and, more recently, on
an SoS viewpoint. When tackling real-world problems, systems
engineers have at their disposal a tool box of both societal and
physical system models from which they can select appropriate
techniques to use within the decision-making framework shown
in Fig. 5. As one goes from the operational to the tactical to
the strategic level of decision-making, one tends to use more
societal systems models and fewer physical systems models.
Moreover, as indicated in the earlier design discussion in pre-
vious paragraphs, many of these system models recognize the
multiple participant-multiple objective characteristics of real-
world problems, especially from an SoS perspective.

3) Operational: Decision-making is not only about making
the right decisions; it is also about making timely—and, there-
fore, adaptive—decisions. This is especially true at the opera-
tional level, where humans must react in seconds and software
programs must react in milliseconds. As an example, real-time,
information-based decision-making—which Tien [51] calls de-
cision informatics—is needed for enhancing the production and
delivery of services, especially emerging e-services. As shown
in Fig. 6, the nature of the required real-time decision (e.g., re-
garding the production and/or delivery of a service) determines,
where appropriate, and from a systems engineering perspective,
the data to be collected (possibly, from multiple, nonhomo-
geneous sources) and the real-time fusion/analysis to be under-
taken to obtain the needed information for input to the modeling
effort, which, in turn, provides the knowledge to support the re-
quired decision in a timely and informed manner. The feedback
loops in Fig. 6 are within the context of systems engineering;
they serve to refine the analysis and modeling steps.

Thus, operational decision-making or decision informatics is
supported by two sets of technologies (i.e., information and deci-
sion technologies) and underpinned by three disciplines: data fu-
sion/analysis, decision modeling, and systems engineering. Data
fusion/analysis methods include data mining, visualization, data
management, probability, statistics, quality, reliability, fuzzy
logic, multivariable testing, and pattern analysis; on the other
hand, real-time data fusion/analysis is more complex and re-
quires additional research. Decision modeling methods include
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Fig. 6. Decision informatics paradigm.

discrete simulation, finite-element analysis, stochastic methods,
neural networks, genetic algorithms, optimization, etc.; on the
other hand, real-time decision modeling, like real-time data fu-
sion/analysis, also requires additional research, especially since
all steady-state models become irrelevant in a real-time environ-
ment. Systems engineering includes cybernetics or, as indicated
in Section III-C, feedback and control; it integrates products,
processes, and operations from a holistic perspective, especially
human-centered systems that are computationally intensive and
intelligence-oriented. Similarly, undertaking systems engineer-
ing within a real-time environment requires additional thought
and research.

It should be noted that the decision informatics paradigm
depicted in Fig. 6 is, as a framework, generic and applicable
to most, if not all, decision problems. In fact, since any data
analysis or modeling effort should only be undertaken in support
of some kind of a decision (including the design of a product or
a service), all analyses and modeling activities should be able to
be viewed within the decision informatics framework. Thus, the
framework can be very appropriately applied to critical issues
in regard to a particular service, infrastructure, transportation,
environmental, energy, defense, or space system. Additionally,
the adaptive nature of decision informatics is very much akin
to the evidence-based medicine that is becoming increasingly
popular in health care.

C. Cybernetics

Cybernetics is derived from the Greek word “kybernetics,”
which refers to a steersman or governor. Within a system, cyber-
netics is about feedback (through evaluation of performance rel-
ative to stated objectives) and control (through communication,
self-regulation, adaptation, optimization, and/or management).
Thus, it relies on data, models, and control.

1) Data: Sensors acquire data; they could be in the form of
humans, robotic networks, aerial images, radio frequency sig-
nals, and other measures and signatures. In regard to tsunamis,
for example, seismographs, deep ocean detection devices with
buoy transmitters, and/or tide gauges can all sense a potential
tsunami. More recently, data warehouses are proliferating and
data mining techniques are gaining in popularity. No matter
how large a data warehouse and how sophisticated a data min-
ing technique, problems can, of course, occur if the data do

not possess the desirable attributes of measurability, availabil-
ity, consistency, validity, reliability, stability, accuracy, indepen-
dence, robustness, and completeness. Indeed, 9/11 might have
been thwarted if a more robust and system-oriented passenger
screening system were in place instead of the 1998 initiated
CAPPS program (which employed a computer-based formula
to identify potential terrorists based on a number of variables),
a system that had already experienced a drastic cutback, and,
moreover, had not been uniformly used by the airlines. Hope-
fully, most of these deficiencies have been corrected in the cur-
rent Transportation Security Administration’s CAPPS II system.

In most situations, however, data are useless unless access to
and analysis of the data are in real-time. In developing real-time,
adaptive data processors, one must consider several critical is-
sues. First, as depicted in Fig. 6, these data processors must be
able to combine (i.e., fuse and analyze) streaming data from
sensors and appropriate input from knowledge bases (includ-
ing output from tactical and strategic databases) in order to
generate information that could serve as input to operational
decision-support models and/or provide the basis for making
informed decisions. Second, as shown in Fig. 6, the type of data
to collect and how to process it depend on what decision is to be
made; these dependencies highlight the difficulty of developing
effective and adaptive data processors or data miners. Further,
once a decision is made, it may constrain subsequent decisions,
which, in turn, may change future data requirements and in-
formation needs. Third, inasmuch as the data processors must
function in real-time and be adaptable to an ongoing stream
of data, genetic algorithms, which equations can mutate repeat-
edly in an evolutionary manner until a solution emerges that best
fit the observed data, are becoming the tools of choice in this
area.

2) Models: At the strategic or policy level, there are a num-
ber of appropriate models that can support decisions. As exam-
ples, Kaplan et al. [29] developed a set of complex models to
demonstrate that the best prevention strategy to a smallpox at-
tack would be to undertake immediate and widespread vaccina-
tion. Unfortunately, models, including simulations, dealing with
multiple systems are still relatively immature and must be the
focus of additional research and development. Such SoS models
are quite complex and will require a multidisciplinary approach.

At the tactical level and as Larson [33] details, there is a
range of decision models for, say, response planning. Indeed,
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response is about allocating or reallocating resources, which is
the essence of operations research—a science that helped the
U.S. minimize shipping losses during World War II, brought
efficiencies in production, and developed optimal scheduling of
personnel. Another set of critical emergency response models
includes those that can simulate, as examples, the impact of
an airliner hitting a chemical plant, the dispersion of radioactive
material following the explosion of a dirty bomb, and the spread
of illness due to a contaminated water supply.

At the operational level, there is a need for real-time decision-
support models. In such a situation, it is not just about speeding
up steady state models and their solution algorithms; indeed,
steady state models become irrelevant in real-time environ-
ments. In essence, it concerns reasoning under both uncertainty
and severe time constraints. In addition to the discussion in
Section III-B, the development of operational decision-support
models must recognize several critical issues. First, in addition
to defining what data to collect and how they should be fused
and analyzed, decisions also drive what kind of models or simu-
lations are needed. These operational models are, in turn, based
on abstracted information and output from tactical and strategic
decision-support models. The models must capture changing be-
haviors and conditions and adaptively—usually, by employing
Bayesian networks [48]—be appropriately responsive within
the changing environment. Second, most adaptive models are
closely aligned with evolutionary models, also known as genetic
algorithms; thus, they function in a manner similar to biological
evolution or natural selection. Today, computationally intensive
evolutionary algorithms have been employed to coordinate air-
port operations, to enhance autonomous operations in unmanned
aircrafts, and to determine sniper locations while on patrol in
Iraq. Third, computational improvization is another operational
modeling approach that can be employed when one cannot pre-
dict and plan for every possible contingency. (Indeed, much of
what happened on 9/11 was improvized, based on the ingenuity
of the responders.) Improvization involves reexamining and re-
organizing past knowledge in time to meet the requirements of
an unexpected situation; it may be conceptualized as a search
and assembly problem, influenced by such factors as time avail-
able for planning, prevailing risk, and constraints imposed by
prior decisions [35].

3) Control: Control is perhaps the most critical challenge
facing SoS designers. Due to the difficulty or impossibility of
developing a comprehensive SoS model, either analytically or
through simulation, SoS control remains an open problem and
is, of course, different for each application domain. Moreover,
real-time control—which is required in almost all application
domains—of interdependent systems poses an especially diffi-
cult problem. Nevertheless, several potential control paradigms
are briefly considered as follows.

First, as illustrated in Fig. 7, hierarchical control of an SoS
assumes that it can be characterized by a finite set of subsystems,
say n, each of which could be separately optimized by a classi-
cal optimal control approach employing, for example, a linear
quadratic regulator based on either continuous- or discrete-time
basis. Through an iterative process of modeling the interactions
between the coordinator system and the n subsystems, a conver-

Fig. 7. Hierarchical structure for control of an SoS.

Fig. 8. Decentralized structure for control of an SoS.

gent optimal solution could be obtained. In a real-time imple-
mentation of hierarchical control, a number of additional issues
need to be resolved. For example, data transmission among the
systems that constitute an SoS could be achieved through the
use of extensible markup language (XML) to code or decode
data exchanges between them.

Second, as illustrated in Fig. 8, decentralized control of an
SoS assumes that it can be characterized by a great multiplicity
of input and output variables, with each subset of variables or
system exercising local control. For example, an electric power
grid (i.e., an SoS) has numerous substations (i.e., systems), with
each substation being responsible for the operation of a por-
tion of the grid. The designer of a decentralized SoS needs to
determine a control structure that assigns system inputs to a
given set of local controllers, each of which observes only lo-
cal system outputs. In essence, decentralized control attempts
to avoid difficulties in data gathering, data storage, and sys-
tem debugging. As in the case of hierarchical control, while the
literature is filled with classical, steady state approaches to de-
centralized control [27], it is lacking in real-time considerations.

Third, the cooperative control of an SoS assumes that it can
be characterized by a set of interconnected systems or agents
with a common goal. Classical techniques of control design,
optimization, and estimation could be used to create parallel
architectures for, as an example, coordinating underwater glid-
ers [38]. However, many issues dealing with real-time coopera-
tive control have not been addressed, even in non-SoS structures.
A critical issue concerns controlling an SoS in the presence of
communication delays to and among the SoS systems.

Fourth, autonomous control of an SoS assumes that it can
be characterized by a set of “intelligent systems” that can be
implicitly or autonomously controlled. Although the concept
of autonomous or intelligent control was first introduced three
decades ago by Gupta et al. [15], the control community has
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only recently paid substantial attention to such an approach,
especially in regard to a variety of industrial applications (e.g.,
cameras, dishwashers, automobiles, etc.) . Most of these appli-
cations are due to Zadeh [62] and involve fuzzy logic, neural
networks, evolutionary algorithms, and soft computing [63]; the
strength of these methods is in its ability to cope with impre-
cision, uncertainties, and partial truth. Moreover, the methods
can be used to process information, adapt to changing environ-
mental conditions, and learn from the environment; thus, they
are adaptive and, to a large extent, responsive to real-time input.
However, additional research is required before autonomous
control can make full use of an incoming data stream, including
taking into consideration the possible future state of an SoS.

IV. CONCLUDING INSIGHTS

As regards the system domains considered in this paper, it is
seen that the systems are becoming increasingly more complex;
indeed, each reflects an SoS, together with all the attendant life-
cycle design, human interface, and system integration issues.
Whatever system—whether it be a service, infrastructure, trans-
portation, environmental, energy, defense, or space system—is
designed, developed, analyzed, and/or refined, there is a critical
need to assess the resultant outcome or performance through
appropriate metrics. In a profit-driven environment, such finan-
cial metrics as revenue growth or return on equity are typically
employed. However, Reichheld [44] has advanced a deceptively
simple metric, by asking “How likely is it that you would recom-
mend this product, service, or system to a friend or colleague?”
This customer-centric metric has been shown to be highly corre-
lated with achieving long-term profitable growth. Nevertheless,
although assessment metrics are not explicitly addressed in Sec-
tion III, it is obvious that they must be carefully developed and
validated so as to ensure their ability to assess such issues as
satisfaction, convenience, privacy, security, equity, quality, pro-
ductivity, safety, and reliability.

As a critical aspect of complexity, modern systems are also
becoming increasingly more human-centered, if not human-
focused; thus, products and services are becoming more person-
alized or customized. Certainly, services coproduction implies
the existence of a human customer; transportation is a service in
support of the global society; the environment and energy pro-
vide the infrastructure for enhancing quality of life; and defense
and space systems safeguard human existence. The implication
in regard to SMC methods is profound; indeed, such methods
must truly be multidisciplinary—they must include techniques
from the social sciences (i.e., sociology, psychology, and phi-
losophy) and management (i.e., organization, economics, and
entrepreneurship). As a consequence, SMC researchers must
expand their systems (i.e., holistic-oriented), man (i.e., decision-
oriented), and cybernetic (i.e., adaptive-oriented) methods to in-
clude and be integrated with those techniques that are beyond
science and engineering. For example, higher customer satis-
faction can be achieved not only by improving service quality
but also by lowering customer expectation. In essence, systems,
man, and cybernetics is an integrative, adaptive, and multidis-
ciplinary approach to creative problem solving that takes into

account stakeholders’ value systems and satifies important so-
cietal, environmental, economic, and other criteria in order to
enhance the decision-making process when designing, imple-
menting, operating, and maintaining a system or an SoS to meet
societal needs in a fair, ethical, and sustainable manner through-
out the system’s life cycle.

Given the application domains addressed in Section II, the
underlying theme in regard to the systems, man, and cybernetic
methods presented in Section III is about decision-making. This
should not be a surprise, since the employment of any data anal-
ysis, modeling, or control approach must be responsive to the de-
cision requirements. In fact, systems design is about making de-
cisions among different alternative design scenarios. Moreover,
Mankins and Steele [34] show that even strategic planning is
worthless unless it is about decision-making or making choices;
they advocate following a continuous, decision-oriented plan-
ning approach. More importantly, because of the dynamic nature
of today’s complex SoS (e.g., electronic services, transportation,
energy, defense, and space), the decision-making must occur in
a real-time, adaptive manner. Thus, whereas steady state meth-
ods can be applied to dynamic but predictable electromechanical
systems, adaptive methods must now be developed and applied
to dynamic but unpredictable human-centered systems. Adap-
tive methods include Bayesian networks, neural networks, evo-
lutionary algorithms, soft computing, and decision informatics;
they must support decision-making in an environment where
there is a continuous stream of sensor-based data. Such meth-
ods are by their very nature computationally intensive; they
rely on information technology and sensor-based data; and they
serve to continually abstract reliable information from fused
data so that informed decisions can be appropriately made. The
resultant systems must be agile, resilient, robust, flexible, and
evolutionary.

In sum, the IEEE Society on Systems, Man, and Cybernetics
has a great future; its systems, man, and cybernetic methods are
relevant for dealing with the challenging system domains that are
becoming dominant in this 21st century, including service sys-
tems, infrastructure and transportation systems, environmental
and energy systems, and defense and space systems. However,
the methods must be redeveloped to meet the changing needs of
the 21st century; from a system to an SoS vision, from a disci-
plinary to a multidisciplinary outlook, from a mass production
to a mass customization focus, from a steady state to a real-time
perspective, and from an optimal to an adaptive approach.
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