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1. Introduction
With the increasing attention on security vulnerabilities and transactional fraudulent in industries and societies, highly reliable and accessible personal authentication and identification techniques become an inevitable demand for human societies. Biometrics has emerged to meet this need and even has developed to the science combining biology technology and information technology to utilize physiological or behavioral characteristics in human body to deal with identification of individuals. In particular, biometrics technologies focus on the technologies to automatically authenticate the still traits of the human such as the DNA, ears, palmprint, hand and finger geometries, fingerprint, faces, irises, footprint, retina and tooth or the dynamic traits of the human such as voice, gait, keystroke and signature. What’s more, it seems that biometrics will and is being a dominant component of the world and remarkably increasing number of biometrics systems have been developed to satisfy the research and commercial need. Biometrics systems have been widely applied to a variety of government and private domains as a technology with respect to security and convenience. Furthermore, biometrics has shown its overwhelming superiority to replace or enhance traditional identification methods, such as token-based approaches and knowledge-based approaches. This report presents a literature review of the biometrics area, specifically biometrics technologies, systems and applications. And subsequently research challenges and opportunities on biometrics are also discussed and highlighted.
2. History of Biometrics
2.1 Biometrics

The term biometric comes from the Greek words bios and metrikos. Biometrics deals with identification of individuals based on their biological or behavioral characteristics [1]. Biometrics combines biology technology and information technology to exploit physical features or behavioral features in human body to identify a person’s identity so as to replace or enhance traditional personal identification methods. 
With the increasing concerns on security breaches and transaction fraud, highly reliable and convenient personal verification and identification technologies are more and more requisite in our social activities and national services. Biometrics is implemented to two main aspects applications, identity verification and identity recognition. Identity verification is to require that the system has a binary option, acceptance or rejection, in response to the person’s claim when the person claims to an identity. However, identity recognition is to require that the system to retrieve the pre-existing database of characteristics and identify the one that matched the characteristics of the unknown individual being presented. Historically, the development of biometric technologies is originated from different history background.
2.2 Conventional identification methods
Personal identification is to associate the identity to a particular individual. Identification can be viewed as the form of recognition or verification which is known as authentication [2]. Knowledge-based and token-based personal identification techniques have been treated as the two traditional widely used techniques [3]. The knowledge-based approaches authenticate the identity of an individual according to what he/she knows. Any individuals with certain secret knowledge, such as personal identification numbers or a password for telephone calling, membership or credit cards, and then answers to questions, would receive the associated service. In the token-based approach, the identity of a person is verified according to what he/she has. Anyone possessed a certain physical object (token), e.g., keys or ID cards, is authorized to receive the associated service. 
Both the token-based and the knowledge-based approaches, however, have some inherent limitations, because they are not based on any intrinsic biological nature from each individual for personal identification. These drawbacks usually are fatal important for personal identification. For example, tokens may be stolen, lost, forgotten, effaced or misplaced, and even tokens are easy to fool. Knowledge-based techniques also exists flaws. For example, the personal identification number (PIN) may be forgotten by a valid user or guessed by a fraud. 
Because the characteristics of knowledge-based and token-based personal identification techniques are unable to be unique, distinctive and distinguishable，they cannot meet the security requirements of electronic interconnection of the information society on account of the flaudulent vulnerability. In order to make breakthrough on verification systems, powerful identification systems have never been more in demand. Biometric recognition is an emerging personal recognition technology developed to overcome the inherent limitations of the traditional personal recognition approaches [4,5,6]. Biometrics which exploits the instinct of distinctive physiological characteristics has emerged to enhance the identification techniques by automatically verifying or recognizing the identity of a living person. Compared with the token-based and the knowledge-based methods, biometric identifiers cannot be easily forged, shared, forgotten, or lost, and thus can provide better security, higher efficiency, and increased user convenience.  The appearance of biometrics makes authentication easier, faster and more accurate. Moreover, biometrical identifiers are more competent and reliable compare to the traditional identification techniques and also have gained great reputation.
2.3 Biometrics eve
Human has utilized varieties of body characteristics such as face, voice, gait and movement to recognize each other for thousands of years. Alphonse Bertillon, for the first time, developed and then practiced the idea of using a number of body measurements for criminal identification purposes in the mid-19th century and it was adopted by many police authorities. Then, the mission of seeking distinctly identifiable characteristics to each individual gained significant. People discovered the distinctiveness of the human fingerprints in the late 19th century and exploiting the fingerprints for identification was highly meaningful and practical engineering [7]. Later, the important discovery of fingerprints was employed in major law enforcement departments and carried out projects to store fingerprints records in database. It was applied to the scene of criminal and fingerprints matching and verification were used to validate the identity of the criminals. From then on, the study of biometrics began to enter a new era.
2.4 Fingerprint identification (The earliest biometrics)
The beginning of fingerprint recognition research was an interaction of forensics and pattern recognition. The beginning of biometrics can be traced back to centuries ago, from when fingerprint has been used for forensics. Automated biometrics, however, has only 40 years' history. From the beginning of 19th century, U.S. employed fingerprint identification technique to prison system, Army, Navy, Marine Corps. The International Association for Identification (IAI) was constituted as the first forensic professional organization in 1915. The IAI’s Certified Latent Print Examiner program was established the first professional certification program of forensic scientists in 1977 for issuing certification to meet strict standards and revoking certification for fatal erroneous identifications. In the early 1960s, the FBI (Federal Bureau of Investigation) began to put more effort in developing automated fingerprint acquisition and identification systems [8]. The world largest annual meeting of fingerprint experts was hosted by the IAI in 2012. International Criminal Police Organization’s automated fingerprint identification system repository has registered more than 150000 sets fingerprints for important international criminal records [9]. Until now, fingerprints identification technique is one of the most mature biometric technology and extensively used in every corner of the world.
2.5 Biometrics today
With the advances in hardware, sensor, pattern recognition, signal and image processing technologies, a number of biometric technologies, such as face, iris, retina, voice, signature, hand geometry, keystroke, ear, and palm print recognition, have been developed, and novel biometrics, such as dental, odor, and skin reflectance, have also been investigated to overcome some of the limitations of current biometric recognition technologies [8]. 
2.5.1 Face Recognition

Humans usually recognize individuals using face. Early face recognition techniques just use simple geometric models of face image for recognition. With the advancement of computing ability, automatic face recognition enables similar recognitions with humans and has developed a mature technique based on mathematical representation and matching processes.
Face recognition technique first appeared and was developed to a system in the 1960s. The system was semi-automatic system for face recognition which manually located and extracted the coordinates of facial features on the facial images before it carried out verification or recognition by calculating the distances to reference points. Subsequently, Goldstein et al. [10] exacted specific 22 features, such as hair color, lip thickness evolved from an initially large set, and then exploited these subjective markers to automatically make verification and recognition. With the advent of principle component analysis (PCA) in 1988, this method was considered as a landmark and made a dramatic breakthrough on automatic face recognition. Moreover, some reliable, real-time face recognition systems were developed in 1990s. The face recognition technology was first implemented in 2001 Super Bowl in media and this event was widely attracted public’s attention. And then face recognition technology also triggered a boom in biometrical research communities.
2.5.2 Hand and finger geometry 
The hand and finger geometry-based system is one of the earliest reported biometrics implementations for commercial applications [11]. The history of hand and finger geometry biometric technology dates back to 1971 when US Patent Office patented some hand geometry devices used for comparison and identity verification by measuring and capturing hand features[12,13]. Wide varieties of hand and finger geometry-based systems have been manufactured since the early 1980s after Sidlauskas patented hand scanning device [14]. The applications of hand and finger geometry-based system hit the record in 1996 because this biometric technique was implemented for access control in Olympic village in Alanta. Plentiful academic researches on this biometric technique appeared in the late 1990s. Particularly, the first hand geometry-based academic paper was published with very satisfactory recognition results in 2000, 97% identification accuracy [15]. Subsequently, more literatures combined the hand and finger geometry characteristics with other biometric features for more robust identification and verification.
2.5.3 Parmprint

Palmprint images contain rich unique features for reliable human identification, which makes it a very competitive topic in biometric research. Implementations of hand print was the only approach of identify a person from another for all the human beings throughout human history, because an impression printed on paper with ink or digital scans of an person’s palms can record someone’s exclusive index for identification. Real palmprint recognition has been investigated over 10 years. It was the first time that hand and finger images were systematically collected for identification purpose in record in 1858 [16]. Some automated fingerprint identification systems were established for supporting palmprint recognition research in the 1990s. Latent experts from U.S. made standard for palmprint recognition system in late 1994. Some states of U.S. built palm print databases for defending safety by sharing known criminals through law enforcement departments in 2004. Many difficult problems related to palmprint recognition technique have been addressed with the development of biometrics and more and more commercial companies nowadays utilize palmprint recognition system for personal identification. 
2.5.4 Iris

The iris is considered to be a relatively new biometrics measure of personal identification. The concept of utilizing iris patterns to recognize an individual, for the first time, was proposed in 1936 [17]. It was the first demonstration that “no two irides are alike” in 1985 and the original patent for the iris identification concept was granted in 1987 [17] and developed an algorithm to automatically identify the human iris. In 1992, some researcher developed the first iris identification software. The first automatic iris recognition method just patented and the first commercial products were developed in 1994 and in 1995, respectively [18]. Until 2005, plenty of patents related to iris recognition were expired and this provided great marketing opportunities for commercial applications. Meanwhile, large numbers of commercial products based on iris recognition techniques were applied to practical life.
2.5.5 Ear

The first recorded report of the individual design of ear was found in the 18th century. However, about a century later, the first the application exploiting ear technique was proposed and developed for criminal identification. A Prague doctor described the characteristics of the ear in 1906 and these descriptions were recommended as distinguishing features for the earprints for personal identification. A Switzerland researcher performed a beneficial experiments related to earprints identification in connection with criminals and this exploratory experiments made convincing unarguable demonstration in1965 [19]. He demonstrated that the characteristics of earprints from different persons were distinctive different and the means using the feature of earprints could be employed to criminal identification [19]. In the last few years, large numbers of academic articles were published for exploring personal identification using earprints characteristics.
2.5.6 Gait

The exploration of gait began from gait analysis for animal analysis and biomedicine, and then these techniques were gradually applied to people gait identification. Scientific gait research appear from 1680 and series of academic papers were published related to human gait analysis under loaded and unloaded situation in the 1890s [20, 21]. With the development of electronics and information technology, photography and image processing technologies made noticeable achievement in the early 1900s. Meanwhile, some gait analysis on animals was presented for detail description. To this end, the wide applications of gait analysis for pathological conditions were established in the 1970s. Subsequently, gait analysis was used to orthopaedic surgery in 1980s and obtained extraordinary achievements. Hereafter, many scientific research institutions were built for exploring gait analysis and all these effort also achieved a major milestone for gait identification research. The earliest individual identification based on gait characteristics was proposed by Niyogi and Adelson in 1994 [22]. Since then, studies on gait identification entered the new period.
2.5.7 Voice

Voice recognition is also one of the oldest approaches for identification by humans. Voice identification is very similar to speech recognition technology and they are complementary to each other. Voice recognition technology came from signal processing. A Swedish professor proposed a model describing the physiological components of acoustic speech using X-rays technique in 1960 [23]. Subsequently, the other researcher expand this model exploiting motion x-rays for the tongue and jaw in 1970 [23]. In the mid of 1980s, the National institute of Standards and Technology (NIST) invested large amount of money and effort to research and develop voice processing techniques. Since 1996, NIST annually make assessments of the performance of voice recognition system and support to develop an advancement of the voice recognition research communities [24]. From then on, the research on voice identification system has never stopped and gradually developed to a science.
2.5.8 Keystroke
The earliest keystroke biometrics can be traced back to the late 1860s, when telegraph technique was in full swing. Military intelligence departments attempted to distinguish ally from enemy by the means of identifying the key rhythms when someone transmitted information in World War II [25]. Research on keystroke identification has been rapidly increasing in the last decade.
2.5.9 Signature

From ancient times, the earliest known Chinese signature represented by chop or seal dates from the Shang Dynasty, about BC 1600 to BC 1046. Hereafter, Chops was widely used for signing official documents. Chinese chop was an indispensable part of Chinese culture by the time of Han Dynasty, about BC 206 to AD 220. The Roman Empire authenticated documents by handwritten signatures from AD 439. England issued an act which demanded to use signed documents to prevent frauds. After the 1860s, with the advent of applying the theory and methods of probability theory and cybernetics to the field of handwriting signature identification, automatic handwriting recognition technique has made great achievements. The first signature recognition system was developed in 1965 [26]. Static or geometric characteristics based signature recognition system was developed in the early of 1970s [27]. The first research of both static and dynamic signature verification algorithms were published in 1977 [28, 29]. Hereafter, more and more researchers have been attempting to propose a variety of methods related to signature identification for both feature extraction and recognition.
2.5.10 Additional biometrics 
Varieties of biometrics nowadays have been researched and developed for personal identification. Some other useful and effective biometric techniques are also actively embraced in identification systems, including Deoxyribonucleic acid (DNA), odor, retinal scan, vascular and facial, hand and hand vein infrared thermogram.

2.6 The privileges of Biometrics

Personal identification is a process of verifying physical person by a set of attributes. This can be accomplished by three main methods [7]. The two conventional techniques are based on people’s particular possession of a token and knowledge of a secret. The third technique, called biometrics, identifies a person based on his/her biological or biometric behavioral characteristics.
Biometrics is used to uniquely identify a person by evaluating one or more distinguishing biological traits and creates a strong connection between a person and his identity because biometrical characteristics cannot be easily lost, duplicated, borrowed, stolen or forgotten. Thus, biometrics holds the intrinsically superiorities and are more convenient than the conventional methods of recognition and verification, i.e. token-based and knowledge-based identification techniques. Compared with other measures, biometrics is distinctive and reliable. What’s more, biometric identifiers can provide better security, higher efficiency, and increased user convenience.
Moreover, only biometrics obsesses the capability of negative identification functionality, which is to establish whether an individual is enrolled in the system even though the individual may deny the truth of the fact [30]. On account of this competent attribute, biometrics has been widely applied to a natural, trustworthy, and indispensable component of any identification management system. To this end, the application of biometrics is valuable and practical. Biometrics has been increasing embraced in various identification and security applications systems.
3. Methods, Techniques, and Technologies
In this section, we focus on three advanced pattern recognition technologies for biometric recognition, biometric data discrimination, representation-based classification methods (RBCM) and multi-biometrics. Biometric data discrimination technology, which extracts a set of discriminant features by using classical or improved discriminant analysis approaches, is of course one kind of advanced pattern recognition technology. RBCM exploits a linear combination of training samples to represent the test sample, and subsequently performs identification on the basis of the representation residual. Multi-biometrics, which integrates information from multiple biometric traits to enhance the performance and reliability of the biometric system, is another kind of advanced pattern recognition technology [8].

3.1 Biometric data discrimination [8]
Biometric data discriminant analysis is not a simple application of discriminant analysis to biometric data. Biometric data is usually high dimensional and their within-class variations should not be neglected, as the neglect will cause the serious performance degradation of classical discriminant analysis approaches. Various improvements to discriminant analysis techniques have been proposed to make it more suitable for biometric data. Now discriminant analysis has been widely applied to face, ear, fingerprint, gait recognition, and multi-biometrics. Further, the present demand for more reliable biometric recognition technologies is also contributing to the development and improvement on linear/nonlinear discriminant analysis technologies. 

Recent decades have witnessed the development and prosperity of biometric data discrimination technologies. Various unsupervised/supervised, linear/nonlinear, vector/tensor discrimination technologies have been investigated and successfully applied to biometric recognition. At the beginning, linear unsupervised method, principal component analysis (PCA), was used to extract the holistic feature vectors for facial image representation and recognition [31,32]. Since then, PCA has been widely investigated and has become one of the most successful approaches to face recognition [33,34] and palm print recognition [35]. Other popular unsupervised methods, such as independent component analysis (ICA) and non-negative matrix factorization (NMF), have been applied to biometric recognition [36,37].

Since the unsupervised methods do not utilize the class label information in the training stage, it is generally believed that the supervised methods are more effective in dealing with recognition problems. Fisher linear discriminant analysis (LDA), which aims to find a set of the optimal discriminant projection vectors that map the original data into a low-dimensional feature space, is then gaining popularity in biometric recognition research. In 1986, Fisher linear discriminant analysis was first applied to image classification [38]. Further, LDA was applied to face recognition, and subsequently was developed into one of the most famous face recognition approaches, Fisherfaces [39,40]. In biometric recognition, the data dimensionality is much higher than the size of the training set, leading to the well-known small sample size (SSS) problem. Currently there are two popular strategies to solve the SSS problem, the transform-based and the algorithm-based [41]. The transform-based strategy first reduces the dimensions of the original image data and then uses LDA for feature extraction. Typical transform-based methods include PCA+LDA and uncorrected LDA. The algorithm-based strategy finds an algorithm for LDA that can circumvent the SSS problem. Some representative algorithm-based methods can avoid the SSS problem, but most algorithm-based methods are computationally expensive or lose parts of important discriminatory information. 

Biometric recognition usually is highly complex and can not be regarded as a linear problem. In the last few years, a class of nonlinear discriminant analysis techniques named as kernel-based discriminant analysis has been widely investigated for biometric data discrimination. Kernel principal component analysis (KPCA) and kernel Fisher discriminant (KFD) are two of the most representative nonlinear methods and have received considerable interests in the fields of biometrics, pattern recognition, and machine learning. By far, a number of kernel-methods, such as KPCA, KFD, complete kernel Fisher discriminant (CKFD), and kernel direct discriminant analysis (KDDA), have been developed from biometric recognition [42-47]. Recently manifold learning methods, such as isometric feature mapping (ISOMAP), locally linear embedding (LLE), and Laplacian eigenmaps, have also shown great potential in biometric recognition [48]. 

As a generalization of vector-based methods, a number of tensor discrimination technologies have been proposed. The beginning of tensor discrimination technology can be traced back to 1993, where a 2D image matrix based algebraic feature extraction method is proposed for image recognition. As a new development of the 2D image matrix based straightforward projection technique, a two-dimensional PCA (2DPCA) and uncorrelated image projection analysis were suggested for face representation and recognition [49]. To reduce the computational cost of 2DPCA, researchers have developed several BDPCA and generalized low rank approximation of matrices (GLRAM) approaches. Motivated by multilinear generalization of singular vector decomposition, a number of alterative supervised and unsupervised tensor analysis methods have been proposed for image or image sequence feature extraction [50].

Over the last several years, we have been devoted to biometric data discrimination research both in theory and in practice. A series of novel and effective technologies has been developed in the context of supervised and unsupervised statistical learning concepts. The class of new methods includes:

· Extensions of Fisher’s Discriminant Criterion: We present three classification-oriented extensions of Fisher’s discriminant criterion: large margin linear projection (LMLP), minimum norm minimum squared-error, and maximum scatter difference (MSD). All these three criteria are designed to deal with the small sample size problem;
· Orthogonal Discriminant Analysis: We investigate two novel orthogonal discriminant analysis methods: orthogonalized Fisher discriminant (OFD) and Fisher discriminant with Schur decomposition (FDS). Theoretical analysis and experimental studies showed that OFD and FDS are all optimal solutions to multiple Fisher discriminant Criterion;

· Parameterized Discriminant Analysis: We introduce three parameterized linear discriminant analysis methods, parameterized direct linear discriminant analysis, weighted nullspace linear discriminant analysis, and weighted linear discriminant analysis in the range of within-class scatter matrix; 
· New facial feature extraction methods: We present two novel facial feature extraction methods, multiple maximum scatter difference (MMSD) and dDiscriminant based on coefficients of variances (DCV);

· Tensor PCA: We introduce the algorithms and discuss the properties of a group of tensor PCA methods;

· Tensor LDA: We investigate the algorithms and discuss the properties of a group of tensor LDA methods.

3.2 Representation based method for identification [70]
Representation-based classification methods (RBCM) have attracted much attention since it first emerged. In recent years various RBCMs have been proposed [51-55]. Representation-based classification methods are all constructed on the basis of the conventional representation, which first expresses the test sample as a linear combination of the training samples and then exploits the deviation between the test sample and the expression result of every class to perform classification.
In RBCM both the algorithm to obtain the representation of the test sample and the classification rule are very beneficial to evaluate the dissimilarity between the test sample and each class. Among RBCMs, the sparse representation classification (SRC) was almost the earliest proposed one [51,52]. SRC tries to obtain an “optimal” linear combination of the training samples which has the minimum deviation from the test sample. We refer to this linear combination as “optimal” linear combination of the training samples to represent the test sample. SRC depends on this “optimal” linear combination to classify the test sample. SRC requires that the 
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 norm of the coefficient vector of the linear combination be as small as possible. We refer to this kind of method as 
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 norm based representation method or naive sparse representation method (NSRM). Researchers also proposed 
[image: image3.wmf]2

l

 norm based representation methods such as the collaborative representation classification (CRC) method [56] and the two-phase test sample sparse representation (TPTSSR) method [57]. These methods also first obtain the “optimal” linear combination of the training samples to represent the test sample and then exploit this linear combination to classify the test sample. However, they differ from the naive sparse representation method (NSRM) as follows [58-63]. First, they require that the 
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 norm rather than 
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 norm of the coefficient vector of the linear combination be minimized. Second, they have analytic solutions whereas NSRM have no such solutions. The 
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 norm based representation methods show good performance in biometrics such as face recognition and palmprint recognition [58-63]. Linear regression classification (LRC) can be viewed as a 
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 norm based representation method [62-65]. However, as LRC and conventional 
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 norm based representation methods respectively use a linear combination of the training samples from each class and all the training samples to represent the test sample, they should respectively solve 
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 and one linear systems for classifying the test sample. 
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 is the number of the classes. The recently proposed kernel RBCM is a nonlinear extension of RBCM [62-69]. The 
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 norm based representation method has also been extended to the complex space [63] and the corresponding method performs very well in bimodal biometrics. Xu et al. [70] proposed a novel representation-based classification method for face recognition. This method integrates conventional and the inverse representation-based classification for better recognizing the face. Moreover, the way to obtain the sparse representation has been also applied to improve other methods [71,72,73].

3.3 Multi- biometrics [8]
Verification or identification accuracy is always the first-of-all objective for biometric systems. Unibiometric system, the biometric system using a single biometric characteristic, usually suffers from some limitations and can not provide satisfactory recognition performance. For example, manual workers with damaged or dirty hands may not be able to provide high-quality fingerprint images, and thus failure to enrol would happen for single fingerprint recognition system. 

Multi-biometric systems, which integrate information from multiple biometric traits, provide some effective means to enhance the performance and reliability of the biometric system. To combine information from individual biometric traits, there are three categories of fusion strategies, feature level fusion, matching score level fusion, and decision level fusion. In feature level fusion, the data obtained from each sensor is used to compute a feature vector. As the feature extracted from one biometric trait is independent of that extracted from the other, it is reasonable to concatenate the two vectors into a single new vector for performing multi-biometric based personal authentication. Note that the new feature vector now has a higher dimensionality than the original feature vector generated from each sensor. Feature reduction techniques may be employed to extract useful features from the set of the new feature vector. In matching score level fusion, each subsystem using one biometric trait of the multi-biometric system provides a matching score indicating the proximity of the feature vector with the template vector. These scores can be combined to assert the veracity of the claimed identity. In decision level fusion each sensor first acquire one of multiple biometric traits and the resulting feature vectors are individually classified into the two decisions---accept or reject the claimed identity. Then a scheme that exploits the known decisions to make the final decision is used. In the field of multi-biometrics, a great number of studies of feature level fusion, matching score level fusion and decision level fusion have been made. Though fusion of multi-biometrics are generally recognized as three classes as described above, in real-world applications of multi-modal biometric it is possible that the “Fusion Process” may be simultaneously involved in different levels such as in both the matching score level and the decision level. 

Multi-biometric system is designed to overcome the limitations of any single biometric systems by fusing information from multiple biometric traits. The fusion can be implemented in either of three levels, feature level, matching score level, and decision level. In feature level fusion, a new feature vector is constructed using the concatenation rule [74], the parallel rule [75, 76], or the competitive rule [77]. In matching score level fusion, a number of transformation-based [78, 79], classifier-based [80], and density-based [81, 82] score fusion methods have been used to combine scores of multiple scores. In decision level fusion, boolean conjunctions, weighted decision methods, classical inference, Bayesian inference, Dempster–Shafer method, and voting have been proposed to make the final recognition decision [83].

Finally, we summarize our recent research on multi-biometrics. Our investigation covers all the three categories of multi-biometric technologies. The class of new methods includes:
· Feature level fusion: We investigate two novel feature level fusion methods, a pixel level fusion method to combine face and palm print traits, and a feature level fusion method to combine phase and orientation information of palm print images;

· Matching score level fusion: We present an example to illustrate the effectiveness of matching score level fusion in face and palm print recognition; 

· Decision level fusion: We introduce a group decision-making combination approach to combine decisions of multiple face recognition algorithms.

4. Biometrics systems
4.1 System Architectures
Generally, a biometric system is a computer system implemented by exploiting corresponding biometric identification methods, techniques, and technologies. Biometric systems can be regarded as pattern recognition systems, where a feature set is first extracted from the acquired data, and then compared with the stored template set to make a decision on the identity of an individual. A biometric system can be applied to two fields, verification and identification. In verification mode, the decision is whether a person is “who he claims to be?” In identification mode, the decision is “whose biometric data is this?” A biometric system is thus formalized into a two-class or multi-class pattern recognition system. 

A biometric system usually includes four major modules: data acquisition, feature extraction, matching, and system database [7]. In the data acquisition module, the biometric data of an individual is acquired using a capture sensor such as fingerprint sensor and digital camera for face. In the feature extraction module, the acquired data is processed to extract a set of discriminative features. In the matching module, the features are compared with the stored template set to make a decision on the identity of an individual. In the system database module, a database is built and maintained to store the biometric templates of the enrolled users. Feature extraction and matching are two of the most challenging problems in biometric recognition research, and have attracted researchers from different backgrounds: biometrics, computer vision, pattern recognition, signal processing, and neural networks. 

4.2 Fingerprint identification system
Fingerprints identification system has been used for many centuries on basis of the essence in its uniqueness and distinguishability. The application of finger identification provides solid and infallible methods of personal identification because of its high accuracy [84]. Fingerprint identification mainly depends on the pattern of ridges and valleys on the surface of fingertip, whereas these patterns are determined during the first seven months of each person. For decades, law enforcement has been classifying and determining identity by matching key points of ridge endings and bifurcations. The uniqueness of the fingerprints is that no two fingerprints have been found alike in the many billions of human, even for the identical twins or the prints on each finger of the same person [85].

4.3 Facial identification system
Face recognition started from computer vision and research on face recognition goes back to the earliest days of artificial intelligence and computer vision. Images of a human face are highly suitable for use as a biometric trait for personal authentication because they can be acquired non-intrusively, hands-free, continuously, and usually in a way that is acceptable to most users [86]. A general definition of face recognition problem is to verify or recognize one or more persons from a stored image and face database by comparing facial distinguishing characteristics. The authentication of a person by their facial image can be done in a number of different ways, such as by capturing an image of the face in the visible spectrum using an inexpensive camera or by using the infrared patterns of facial heat emission. Face recognition or verification mainly depends on characteristics by the overall facial structure, distance between mouth, nose, eyes and jaw edges, and then to find a match by comparing these features from a database of face images. Facial recognition in visible light typically models key features from the central portion of a facial image.

4.4 Hand and finger geometry identification system
Hand and finger geometry-base verification and recognition is an important branch of biometrics to automatically verify and recognize individuals based on the distinguishing hand geometric characteristics. Hand and finger geometry recognition technique exploits a number of characteristics from the human hand such as finger length, finger width, finger area, finger thickness, palm width and curvature of the fingers at certain points to make personal verification and recognition [87]. Hand and finger geometry recognition technique obsesses dramatical merits. For example, hand-based system just utilizes simple imaging requirement by virtue of extracting features from low-resolution hand images. What’s more, hand-based system is competent with the capability of operating and unaffected under turbulent and hash environmental conditions such as dry weather, or individual anomalies such as dirt on the hand, dry skin. These external factors do not appear to have any negative effects on the verification and recognition accuracy of hand and finger geometry technique. Furthermore, the low data-storage requirement is additional superiority. The biometric system based on hand and finger geometry has been used in physical access control in commercial and residential applications, in time and attendance systems. Additionally, hand and finger geometry technique can be effectively implemented and inexpensive. Moreover, acquisition and authentication system are efficiently obtained.
4.5 Parmprint identification system
Palm is the inside part of human hand from the wrist to the end of our fingers and palmprint is the skin patterns of a palm, composed of the physical characteristics of the skin patterns of a palm. The palmprint recognition implements the matching characteristics by the pattern of ridges and valleys much like the fingerprints. The palms of the human obsess much larger area compare to finger, and as a result, palmprints are expected to be much more distinctive and palmprint identification are anticipated to be more robust and effective. Furthermore, additional distinguishing characteristics of palmprints also can be provided as supplements for identification, such as wrinkle, texture and principles lines like life line, heart line, head line. Point features also can be used to palmprint identification systems, such as minutiae points, delta points and datum points. In the early stage, palm print recognition techniques have been investigated to extract and match the singular points and minutia points from high resolution palm print images. High resolution palm print scanner, however, is expensive, and is time consuming to capture a palm print image, which restricts the potential applications of online palm print recognition systems. Subsequently, online capture device has been developed to collect real time low resolution palm print image, and low resolution palm print recognition has gradually received considerable recent interest in biometric community [88,89,90]. A great many different low resolution palmprint recognition algorithms have been developed, which can be roughly grouped into three categories: holistic-based, feature-based, and hybrid methods. To this end, palmprint identification system usually combines all the features of the palm such as hand geometry, ridge and valley features, principle lines, texture, wrinkles and point features to build a highly accurate system.
4.6 Iris identification system
The patterns of the iris, the colored area that surrounds the pupil, are thought to be unique. Iris recognition is to recognize a person by utilizing and analyzing the random pattern of the iris. Iris features can be more easily obtained than other features from eyes, like retina. It is shown that an iris has more details than a fingerprint or palmprint. Feature set extracted using iris detailed and unique texture will remain stable and immutable over decades of life. Iris recognition system exploits textures with striations, contraction furrows, pits, collagenous fibers, filament, crypts (darkened areas and resembling excavations), serpentine vasculature, rings and freckles for personal identification. Iris patterns can be obtained through a video-based image acquisition system. Iris scanning devices have been used in personal authentication applications. Furthermore, these visual textures of the iris are established during the first two years of life which is the fetal development period for human. More complex textures of iris can contribute more useful distinctive identification features for personal authentication. It has been demonstrated that iris-based biometric system can work with individuals without regard to ethnicity or nationality. Moreover, iris identification technique can recognize the identity of claimed person with dramatic efficiency and this technology can be embraced in large-scale identification system.

4.7 Ear identification system
Earprints identification is to utilize the salient characteristics of the ear for personal identification by exploiting the shape of the ear and the structure or contours of the congenital human tissue of the auricle. The ear identification technique matches the distance of distinguishing points on the auricle of the ear. There is evidence to show that the shape of the ear and the structure of the cartilaginous tissue of the pinna are distinctive. As a result, the ear-based biometric system can be used for authenticating personal identity.  Some scientists have demonstrated that the human ear is differentiated enough to each individual and can be practically used as a biometric by its appearance. Moreover, some researcher has claimed that the ear is fully formed when you are born and it will stay similar except for a litter descendent of your lobe [91]. Furthermore, some scientists have been trying to use the ear’s appearance in 2D intensity and 3D ear shape for personal identification [92,93,94]. 
4.8 Gait identification system
From ancient time, human can recognition your familiars by one’s walk. Gait identification is an outstanding biological or behavioral identification technique to analyze the walking ability of humans and animals. The aim of gain recognition is to detect, classify and identify humans by the fastest speed. Gait identification usually resort to some distinctive characteristics such as, stop length, stride length, speed, dynamic base, progression line, foot angle and hip angle. Moreover, some factors also can influence the gain identification, for instance, external factors (such as footwear and clothing), physical or intrinsic factors (such as weight and height, male or female and age), pathological factors, emotional factors and etc. Gait can be supposed to be dramatic distinctive and the stride of each person still be unique enough to be used for identification even among a group of people. Thus, gait recognition technique is to use the peculiar way of one’s walk for personal identification.

4.9 Voice identification system
Voice recognition is also one of the oldest approaches for identification by humans. Voice recognition is also commonly referred to as speaker recognition. The voice identification is the process for recognizing a person by analyzing both the behavioral features of someone and the physical structure of someone’s vocal tract. That is, voice recognition is developed by analyzing the shape and size of the appendages such as vocal tracts, mouth, nasal cavities and lips. Voice authentication uses the acoustic features of voice, which have been found to be different between individuals. These acoustic patterns reflect both anatomic (e.g., size and shape of the throat and mouth) and behavioral patterns (e.g., voice pitch, speaking style) of an individual. The incorporation of learned patterns into the voice templates (the latter called "voiceprints") has allowed speaker identification to be recognized as a "behavioral biometric". Voice-based personal authentication systems employ three styles of spoken input: text-dependent, text-prompted and text-independent. Most voice authentication applications use text-dependent input, which involves selection and enrollment of one or more voice passwords. Text-prompted input is used whenever there is concern about imposters. 
4.10 Signature identification system
Signature identification is categorized to the behavioral biometric technique. General signature identification concludes two modes, that is, static signature and dynamic signature identification techniques. Static signature identification technique mainly refers to make identification on still signature, i.e. recognizing by measuring and analyzing the shape of the pre-captured signature by photoscanner or optical scanner. On the other hand, the mode of dynamic signature identification is to recognition the signature sign on live using the characteristics of signature such as the stroke order, azimuth, the pressure applied, inclination, pen up/down, the speed of writing, horizontal and vertical coordinates of inflection point. However, the core point required by the signature biometric technique is not the image of the signature but behavioral patterns, i.e. how to sign. This technology has potential applications in e-business, where signatures can be an accepted method of personal authentication.
4.11 Keystroke identification system
Keystroke identification technology is an important member of the biometrics and is categorized to physiological and behavioral biometrics by different measurements. Keystroke identification is considered to be the best way to authenticate a person on account of minimizing the impact on privacy. Keystroke identification technique is the process of measuring and analyzing human’s typing rhythm on digital devices such as, computer keyboard, mobile phone or touch screen panel. The way and the manner in which we type on our computer keyboard varies from individual to individual and is considered to be a unique behavioral biometric. Keystroke identification is probably one of the easiest biometrics forms to implement and manage, because all we needed for this identification is the existing computer and keyboard that is already in place and use.
4.12 Additional Biometrics systems
Varieties of biometrics systems have been developed for personal identification. We just briefly review some other biometric techniques here, including Deoxyribonucleic acid (DNA), odor, retinal scan, vascular and facial, hand and hand vein infrared thermogram.

Deoxyribonucleic acid (DNA), which can be denoted by a one-dimensional code unique for every individual, is probably the most reliable biometric although personal authentication using DNA will fail in distinguishing the identities of identical twins and this technique has been implemented mostly in forensic applications. Moreover, the techniques to store, search and explore the secrets of DNA sequences have been greatly developed and widely implemented in biometrics. 

Odor identification systems are to employ the special smell by human or animal for identification. Each object, including people, spreads an odor that is characteristic of its chemical composition. This could be used for distinguishing various objects. This would be done with an array of chemical sensors, each sensitive to a certain group of compounds. However, deodorants and perfumes could compromise distinctiveness and the component of this smell is considered as the distinguishing feature for extraordinary individual. 

Retinal scan identification system is a process of collecting and analyzing the characteristics of the retinal vasculature for personal identification. What’s more, the features of retinene are believed as the most difficult biometric component to replicate, stole or exchange. The vascular configuration of the retina is supposed to be a characteristic unique to each individual. The retina is regarded as one of the most secure biometric traits. Usually the acquisition of a retinal image requires the cooperation of the subject.
Vascular identification systems, also called vein authentication systems, implement identification using the images of vessel of body part of individual such as hand, finger or arm, captured under the condition of near-infrared light. Furthermore, researchers demonstrate that the vascular characteristics of individual are distinctive to other individuals and it is invariant with age. 

Facial, hand and hand vein infrared thermogram based identification technique is the identification approach based on the pattern of heat infrared radiate exuded from human body achieved by infrared camera. And then, exploiting these acquired characteristics performs effective personal identification.
5. Biometrics applications [8]
Biometric recognition lays the foundation for an extensive array of highly secure authentication and reliable personal verification (or identification) solutions. The first commercial biometric system, Identimat, was developed in 1970s, as part of an employee time clock at Shearson Hamill, a Wall Street investment firm [3]. It measured the shape of the hand and the lengths of the fingers. At the same time, fingerprint-based automatic personal authentication systems were widely used in law enforcement by the FBI and by US government departments. Subsequently, advances in hardware such as faster processing power and greater memory capacity made biometrics more feasible and effective. Since the 1990s, iris, retina, face, voice, palm print, signature and DNA technologies have joined the biometric family [4,5]. 

With the increasing demand for reliable and automatic solutions to security systems, biometric recognition is becoming ever more widely deployed in many commercial, government, and forensic applications. After the 911 terrorist attacks, the interest in biometrics-based security solutions and applications increased dramatically, especially in the need to identify individuals in crowds. Some airlines have implemented iris recognition technology in airplane control rooms to prevent any entry by unauthorized persons. In 2004, all Australian international airports implemented passports using face recognition technology for airline crews and this will eventually became available to all Australian passport holders [4]. Several governments are now using or will soon be using biometric recognition technology. The U.S. INSPASS immigration card and the Hong Kong ID card, for example, both store biometric features for reliable and convenient personal authentication.
Generally speaking, any situation that allows an interaction between human and machine is capable of incorporating biometrics. Such situations may fall into a range of application areas. Biometrics is currently being used in areas such as computer desktops, networks, banking, immigration, law enforcement, telecommunication networks and monitoring the time and attendance of staff. Governments across the globe are tremendously involved in using and developing biometrics. National identity schemes, voting registration and benefit entitlement programs involve the management of millions of people and are rapidly incorporating biometric solutions. Fraud is an ever-increasing problem and security is becoming a necessity in many walks of life. Biometric applications can be simply categorized as follows [5]: 

Law Enforcement

The law enforcement community is perhaps the largest user of biometrics. Police forces throughout the world use Automated Fingerprint Identification System (AFIS)  technology to process suspects, match finger images and to process accused individuals. A number of biometric vendors are earning significant revenues in this area, primarily using AFIS and palm-based technologies.

Banking

Banks have been evaluating a range of biometric technologies for many years. Automated Teller Machines (ATMs) and transactions at the point of sale are particularly vulnerable to fraud and can be secured by biometrics. Other emerging markets such as telephone banking and Internet banking must also be totally secure for bank customers and bankers alike. A variety of biometric technologies are now striving to prove themselves throughout this range of diverse market opportunities.

Computer Systems (also known as Logical Access Control)

Biometric technologies are proving to be more than capable of securing computer networks. This market area has phenomenal potential, especially if the biometric industry can migrate to large-scale Internet applications. As banking data, business intelligence, credit card number, medical information and other personal data become the target of attack, the opportunities for biometric vendors are rapidly escalating.

Physical Access

Schools, nuclear power stations, military facilities, theme parks, hospitals, offices and supermarkets, across the globe employ biometrics to minimize security threats. As security becomes more and more important for parents, employers, governments and other groups - biometrics will be seen as a more acceptable and therefore essential tool. The potential applications are infinite. Cars and houses, for example, the sanctuary of the ordinary citizen, are under constant threat of theft. Biometrics - if appropriately priced and marketed - could offer the perfect security solution.

Benefit Systems

Benefit systems like welfare especially need biometrics to struggle with fraud. Biometrics is well placed to capitalize on this phenomenal market opportunity and vendors are building on the strong relationship currently enjoyed with the benefits community.

Immigration

Terrorism, drug-running, illegal immigration and an increasing throughput of legitimate travellers is putting a strain on immigration authorities throughout the world. It is essential that these authorities can quickly and automatically process law-abiding travellers and identify law-breakers. Biometric technologies are being employed in a number of diverse applications to make this possible. The US Immigration and Naturalization Service is a major user and evaluator of a number of state-of-the-art biometric systems. Systems are currently in place throughout the US to automate the flow of legitimate travellers and deter illegal immigrants. Elsewhere biometrics is capturing the imagination of countries such as Australia, Bermuda, Germany, Malaysia and Taiwan.

National Identity

Biometric technologies are beginning to assist governments as they record population growth, identify citizens and prevent fraud from occurring during local and national elections. Often this involves storing a biometric template on a card that in turn acts as a national identity document. Finger scanning is particularly strong in this area and schemes are already under way in Jamaica, Lebanon, The Philippines and South Africa.

Telephone Systems

Global communication has truly opened up over the past decade, while telephone companies are under attack from fraud. Once again, biometrics is being called upon to defend against this onslaught. Speaker ID is obviously well suited to the telephone environment and is making in-roads into these markets.

Time, Attendance and Monitoring

Recording and monitoring the movement of employees as they arrive at work, have breaks and leave for the day were traditionally performed by time-card machines. Replacing the manual process with biometrics prevents any abuses of the system and can be incorporated with time management software to produce management accounting and personnel reports. 

6. Research Challenges and Opportunities

Biometrics systems have been explored and developed in last decades and also made great achievements. Large numbers of manufacturing and engineering enterprises, even education industry, government and military departments, have implemented biometrics systems as a form of identification and access control for the purpose of security. The world biometric techniques and applications are undergoing revolutionarily changing, and we expect a great future for biometrical systems. Our vision for the future of biometrics systems and applications are as follows:
(1) Biometrics systems can completely replace the conventional identification systems. The conventional identification systems, knowledge-based and token-based authentication, nowadays are still the mainstream for personal identification. When it comes to their drawbacks and flaws, biometrics can overtake these traditional systems by its overwhelming beneficial properties. Biometrics systems can secure your text messages, phonebook contacts and electronic images on your devices. Since data thieves can be implemented in many ways by obtaining conventional identification patterns, passwords or number codes, these patterns can only protect a device to a certain degree. However, biometrics systems can prevent these frauds from occurring in the first place. Thus the flourish of biometrics systems is unpredictable and inevitable. Meanwhile, significant efforts are still required.
(2) Multi-biometrics systems can be widely used in identification systems. Hybrid multi-modal biometrics systems can provide more accurate identification results. Multi-biometrics systems can simultaneously capture and utilize more than one biologic attributes or characteristics, such as both fingerprint and finger vein images with the single touch of a finger for more precise identification. The other application example is to combine fingerprint scanners and voice recognition as forms of biometric security. It will become popular multi-biometrics techniques that biometrical hardware systems incorporate state-of-the-art technologies integrating more than one separate sensor into a single unit. However, fundamental research is still required in this area.
(3) Low cost, efficient and effective identification performance. Practical identification systems should satisfy the requirements which are lightweight, flexible, secure, efficient, accurate and durable hardware requiring low power requirements. Researchers are trying to find the way that how to effectively and efficiently represent and recognition biometrics patterns. Future biometrics systems can quickly and accurately capture biology characteristics regardless of the conditions or hash physical environment.  Moreover, more accurate biometrics systems can be developed for serving for end users, such as recognizing a person with 99.999 percent accuracy. It is a tendency that consumers and businesses will progress more comfortable with using them as well. More research efforts are needed on how to tactfully design biometrics systems.
(4) The thriving use biometrics for healthcare systems. Multi-biometric patient safety systems can be developed for patient safety. There is a rise in the use of iris biometrics for patient identification in healthcare [95]. This application is to identify the patients by their biometrics characteristics, and then medical institutions can promptly retrieve the patients’ medical records. To this end, healthcare institutions can introduce this technology as a means to help prevent the creation of duplicate medical records and overlays, predigest the registration process, eliminate medical identity theft and fraud at the point of service. Moreover, it also can protect patient privacy and heighten patient safety. Thus, the biometrics system can perform an irreplaceable role in healthcare service. However, much more research efforts still should be paid in innovative mechanisms of biometric systems used in healthcare system.
(5) Overcoming external limitations and influences in biometrics authentication. Varieties of limitations are still unsolved when biometrics systems perform the operations of identification exploiting any single biometric feature or traits. External negative influences on identification accuracy are produced by these limitations such as nonuniversality, noisy sensor data, lack of individuality, intra-class variations and spoofing attacks [1]. Some other factors also should be pointed out for study in depth. For example, capabilities of fingerprints identification systems should adjust to identify these images captured with moist or dry fingerprints in any type of weather conditions, even extreme in nature. Facial identification systems suffer the negative effects from the variations of poses, facial expression, disguises, illumination conditions and environments [57]. All these limitations and influences can remarkably influence the identification accuracy. Biometric research and development institutions should pay much close attention to explore the approaches to overcome these limitations. Although abundant competing algorithms and techniques have been proposed and applied in biometrics recently, significant efforts are still required.
(6) High-Resolution and the 3D Biometrics applications [8]. High-resolution biometrics and 3D biometrics are two significant and recently-developed biometric techniques. Typical high-resolution biometric systems include high-resolution finger identification system and signature authentication system, and so on. A high-resolution fingerprint identification system allows fingerprints to be authenticated at three different levels i.e. pattern level, minutia point level, as well as the pore and ridge contour level [96, 97]. The algorithm is another key point of this kind of system. The algorithm developed for the high-resolution biometrics should be able to adequately exploit the much information provided by the system. The high-resolution system cooperating with a fine algorithm dedicated to the high-resolution data is able to produce a higher authentication accuracy than the low-resolution system. 

3D biometric techniques acquire 3D-image data of biometric traits [98, 99] and the corresponding systems are therefore called 3D biometric systems. Examples of 3D biometrics include 3D face [100, 101] and 3D fingerprint. While the high-resolution and the 3D biometric systems promise higher accuracy, they also suffer from some problems. First, they usually involve a high device cost. Second, since the system retains a large quantity of information from the subject, it is necessary for the system to have a large memory and a high computation performance. This will continue, particularly with more practical techniques and applications.
(7) Exploring new areas of biometric security. Innovation and creativity are the impetuses of evolution of human civilization. We have already witnessed a remarkable growth in various biometrics systems and applications over the past years. Recently, thermal imaging technique [102], electrocardiogram (or called heart rhythm) based technique [103] and electroencephalogram signals from imagined activities [104] are exploited as biometric characteristics for personal identification. The significance of an uptick in biometrics applications also reflects the requirement for more essential types of biometric characteristics. Biometrics researcher should try their best to find other more fraud resistant biological characteristics and traits for more robust, effective and efficient identification systems.
7. Concluding remarks

In order to address increasingly demand for safety and security in both the public and private sectors, the thriving research in biometrics have motivated in unpredictable speed. Moreover, unparalleled market growth and huge potential requirements of biometrics applications have been tremendously accelerating the improvement of biometrics as an identity management tool. With the fast advancement and development of, information science and technology, electronics, image processing technologies, computer science and other related science and technologies, various biometrics technologies and systems have been immensely developed and applied to different domains to meet high customer expectations, such as law enforcement, banking, computer systems, physical access, benefit systems, immigration, national identity , telephone systems and time, attendance and monitoring and many other applications. In order to address increasingly complex requirements of industries and societies today, challenges and opportunities also keep competing with the developments of biometrics systems in the information age. Some research challenges presented above should be addressed within the next few years, though some of them may need a few decades to be thoroughly resolved. However, we maintain a positive perspective on biometrics systems and applications and also believe that applications flourish of biometrics are irresistible and indispensible.
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